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Abstract

The present dissertation aims at addressing multiscale topology optimization problems. For this purpose, the concept of topology derivative in conjunction with the computational homogenization method is considered.

In this study, the topological derivative algorithm, which is non standard in topology optimization, and the optimality conditions are first introduced in order to provide a better insight. Then, a precise treatment of the interface elements is proposed to reduce the numerical instabilities and the time-consuming computations that appear when using the topological derivative algorithm. The resulting strategy is examined and compared with current methodologies collected in the literature by means of some numerical tests of different nature.

Then, a closed formula of the anisotropic topological derivative is obtained by solving analytically the exterior elastic problem. To this aim, complex variable theory and symbolic computation are considered. The resulting expression is validated through some numerical tests. In addition, different anisotropic topology optimization problems are solved to show the macroscopic topological implications of considering anisotropic materials.

Finally, the two-scale topology optimization problem is tackled. As a first approach, an structural stiffness increase is achieved by considering the microscopic topologies as design variables of the problem. An alternate direction algorithm is proposed to address the high non-linearity of the problem. In addition, to mitigate the unaffordable time-consuming computations, a reduction technique is presented by means of pre-computing the optimal microscopic topologies in a computational material catalogue. As an extension of the first approach, besides designing the microscopic topologies, the macroscopic topology is also considered as design variables, leading to even more optimal solutions. In addition, the proposed algorithms are modified in order to obtain manufacturable optimal designs. Two-scale topology optimization examples display the potential of the proposed methodology.
Resum

Aquest treball té com a objectiu abordar els problemes d’optimització de topologia de múltiples escales. Amb aquesta finalitat, es consideren els conceptes de derivada topològica juntament amb el mètode d’homogeneització computacional.

En aquest estudi, es presenten primer les condicions d’optimalitat de l’algorisme d’optimització utilitzant la derivada topològica. A continuació, es proposa un tractament més precís dels elements de la interfície per reduir les instabilitats numèriques i els elevats costos computacionals que apareixen quan s’utilitza l’algorisme de la derivada topològica. L’estratègia resultant s’examina i es compara amb les metodologies actuals, que es poden trobar sovint recollides a la literatura, mitjançant alguns assaigs numèriques.

A més, s’obté una fórmula tancada de la derivada topològica anisotòpica quan es resol analíticament el problema exterior d’elasticitat. Per aconseguir-ho, es considera la teoria de variable complexa i la computació simbòlica. L’expressió resultant es valida a través d’algunes proves numèriques. A més, es resolen diferents problemes d’optimització topològica anisotòpica per mostrar les implicacions de la topologia macroscòpica a considerar materials anisòtrops.

Finalment, s’aborda els problemes d’optimització topològica en dues escales. Com a primera estratègia, es consideren les topologies microestructurals com a variables de disseny del problema per obtenir un augment de la rigidesa de l’estructura. Es proposa un algoritme de direcció alternada per fer front a l’alta no linealitat del problema. A més, per mitjar els elevats càlculs computacionals, es presenta una tècnica de reducció per mitjà d’un precàlcul de les topologies microestructurals òptimes, que posteriorment són recollides en un catàleg de materials. Com a una extensió de la primera estratègia, a més del disseny de les topologies microestructurals, també es considera la topologia macroscòpica com una variable de disseny, obtenint així solucions encara més òptimes. A més, els algoritmes proposats es modifiquen per tal d’obtenir dissenys que puguin ser posteriorment fabricats. Alguns exemples numèrics d’optimització topològica en dues escales mostren el potencial de la metodologia proposada.
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Chapter 1

Introduction

1.1 Motivation

Topology optimization is an emerging field that aims to automate the design process of any structural domain. It seeks to propose optimal topological designs by means of the most leading computational tools. Certainly, topology optimization attempts to complement the design engineer work rather than replace it. On the one hand, due to the knowledge intensively developed in the last years, it can provide designs that offer equal, or even greater, performances. On the other hand, it presents optimal topologies that are often far from being intuitive. It contributes to expanding our creative design capabilities taking us to places often inaccessible to our mind. Admittedly, the possibility of designing complex topologies may seem to be unrealistic to manufacture. However, owing to the recent additive manufacturing techniques, they can be nowadays afforded in a reasonable time and cost.

As an exercise to exhibit the topological optimization scope, one could pose the following question: from a full-domain object, under certain loads and boundary conditions, which would be the best removing material strategy without undermining the structural response capacity? Topology optimization deals with giving the response to this question. In this sense, topology optimization problem can be properly addressed following the motivation quote of work [31]:

“The art of structure is where to put the holes”
Robert Le Ricolais, 1894-1977

Undoubtedly, material reduction is of particular interest in automotive and aeronautical industry. In the former, a decrease on the final structural mass results in a significant economic saving. In the latter, even more evidently, a decrease on the structural mass entails a considerable reduction on the fuel consumption. In order to present an order of magnitude of the economic saving impact, reference [1] asserts that

-American Airlines expected to save $1.2 million a year replacing 16kg flight bags by 0.7 kg iPads.

In other words, a $\sim 0.02\%$ of Airbus-A320 structural weight reduction leads to a $1.2$ million saving per year. In addition, from the environment point of
view, the fuel consumption reduction entails a considerable decrease on the $CO_2$ emission impact.

Certainly, apart from designing the topology, weight reduction can be achieved by means of other techniques. The use of composite materials stands for a first example. These kind of materials, usually modeled by multiscale techniques, provide a reduced weight by appropriately arrange the microstructure with a stiff but heavy material (fibers) and a lighter but softer material (matrix). At this point, in terms of arrangement of fiber-matrix, is it possible to propose novel optimal configurations? Or even more stimulating, is it possible to devise optimal micro-structures by properly putting holes on the stiff material? It naturally leads us to wonder if, on top of designing the macroscopic topology, when the microscopic topology in each macroscopic point is also designed (by means of computational multiscale and topology optimization techniques), an outstanding impact on the mass reduction is achieved.

1.2 Goals

The aim of this study is to address multi-scale topology optimization problems. Under this perspective, through the computational homogenization and topological derivative techniques, the main goal consists in developing the necessary numerical tools to achieve a reduction of the cost function by designing the microscopic and/or macroscopic topologies.

Regarding the optimization problem, at the very onset, a robust and efficient strategy must be established for solving the topology optimization problem when considering the topological derivative. The strategy must intend, on the one side, to mitigate the spurious local minima that appear in the line-search method, and on the other side, to reduce the time-consuming re-meshing techniques.

Apart from the algorithm, computing the closed form of the anisotropic topological derivative yields crucial in this study to achieve the desired results. Since the homogenization of the constitutive tensor of a microscopic topology confers, in general, macroscopic anisotropic response, the current isotropic topological derivative must be extended to anisotropic materials. It stands as one of the main objective of the study. In addition, it is intended to examine the difference between the optimal macroscopic topologies in terms of using either isotropic or anisotropic materials.

As a final goal, this study aims at proposing algorithms and appropriate numerical strategies to significantly decrease the cost function when designing microscopic topologies. Similarly, it is intended to obtain reductions in the cost function not only by designing microscopic topologies but also by designing both simultaneous macroscopic and microscopic topologies. This objective will also result in efficient strategies to tackle the unaffordable multiscale topology optimization problem. In addition, since this study has a practical purpose, developing optimal manufacturable multiscale topologies is the last goal.

1.3 Outline

This dissertation is organized as follows:
Chapter 1. Introduction

Chapter 2 The state of the art of the multiscale method is first described. In addition, the background of the computational homogenization method is presented by the variational multiscale framework including the Hill-Mandel principle, the boundary conditions and the homogenization of the constitutive tensor. Then, in a similar fashion, a brief revision of the topological optimization state of the art is described. The non-existence of solutions and numerical instabilities is addressed. In addition, a concise summary of the different methodologies to tackle topology optimization problems is presented, including the SIMP, shape optimization and topology optimization methods. The latter is devoted in more detail since it represents a core element of this study.

Chapter 3 This chapter is devoted to present the necessary numerical tools to address topological optimization problems when using topological derivative. First, an intuitive and mathematical description of the topological derivative concept is introduced. Then, the topological derivative for the two most relevant shape functions are examined. The optimality conditions in general and tailored to the use of a level-set function, are further explained. In addition, the Slerp algorithm, in the case of equality and inequality constraints, is pointed out. On top of that, a novel numerical technique to treat with the interface in these problems is then proposed and compared with the ones collected in the literature. Some numerical examples account for the proposed interface numerical technique.

Chapter 4 This chapter embraces a full analytical computation of the closed anisotropic topological derivative expression. First, the formulation of the problem is posed and the topological derivative is stated. A summary of the necessary steps to solve analytically the crucial isotropic and anisotropic exterior problems is presented. Full details are collected in Appendices A and B. In addition, the remainders are estimated and the topological derivative is numerically validated. Finally, a wide number of numerical tests are computed for homogeneous and heterogeneous anisotropic materials.

Chapter 5 This chapter concerns multi-scale topology optimization problems. First, the stiffness of the structure is intended to be increased by means of designing the microstructure in each macroscopic point. For this purpose, adequate algorithms and reduction techniques are proposed and validated by some numerical examples. Likewise, a similar approach is proposed to fulfill manufacturability requirements and additional numerical examples are computed. On top of that, a two-scale topology optimization problems is then addressed. An extension of the material design strategies are proposed to achieve the desired results. Some numerical results exhibits the capability of the presented strategies.

Chapter 6 The conclusions of the study are collected in this last chapter. The achievements are first pointed out. Then, the chapter is focused in drawing the final conclusions and outlining the future work lines.

Note that, although a motivation section is devoted in this chapter, an specific motivation section is included at the beginning of each chapter so that each
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chapter lends itself to become self-contained. Likewise, a conclusion section, related to the specific content of each chapter, is presented.

1.4 Research dissemination

The work developed in this research gives rise to the following scientific publications:

**A Ferrer, J Oliver JC Cante, and JA Hernández.** Two-scale topology optimization: an efficient integrated structural optimization and material design approach. Draft, 2016.


Additionally, the work has been presented in the following conferences and workshops
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Finally, the work of this dissemination has been complemented by the developments achieved in the following research stay:

Université d’Avignon, 4-month doctoral research stay. Worked under the supervision of Prof. Samuel Amstutz in the Laboratoire de Mathématiques d’Avignon, Avignon, France. May-September 2016.
Chapter 2

Background and review of the state of the art

Since the aim of this work is to solve multiscale topology optimization problems, this chapter is focused on describing the bases of the multi-scale and topology optimization techniques. On the one hand, the theoretical background is briefly summarized. On the other hand, as a state-of-the-art review, different theories are presented and their major advantages and disadvantages are highlighted.

2.1 Computational homogenization (FE²)

In continuum mechanics, it is necessary to define the dependency between the stresses $\sigma$ and strains $\varepsilon$ in order to solve the standard problem of solid mechanics. Usually, the main difficulty of the constitutive law ($\sigma - \varepsilon$ relation) lies on how to model the non-linear behavior of the material. However, this is not the case of this work. Since the primary objective is to design materials and structures, we consider, throughout all this work, linear elasticity. That is, the stress tensor $\sigma$ depends linearly on the deformation tensor at each point. Namely,

$$\sigma(x) = C : \varepsilon(x),$$  \hspace{1cm} (2.1)

where $C$ is the fourth order constitutive tensor.

Apart from the non-linearity of the material, it is worth wondering if the constitutive law provides enough information on the material behavior. The answer would depend on the accuracy that we require. Since precisely we focus on designing materials, a high level accuracy on the constitutive law (through the $C$ relation) is required. Thus, the technique for setting the constitutive law must be powerful enough to provide an accurate $\sigma - \varepsilon$ relation. The existing approaches for modeling the constitutive law can be basically grouped in two currents, phenomenological techniques and multi-scale homogenization techniques.

In some applications, phenomenological constitutive laws are powerful enough to model the material and to define the $\sigma - \varepsilon$ relation. However, in highly demanding applications, it is necessary to make use of more sophisticated techniques such as the multi-scale homogenization method, in order to capture the
complexity of the materials [68]. Phenomenological constitutive approaches are only able to capture these small variations, in the Finite Element (FE) context, with unaffordable fine meshes. By contrast, the computational homogenization method, usually called \( FE^2 \), through the definition of two different scales, is able to capture such small variations with a reasonable computational effort.

Regarding the computational homogenization method, in the last decades, it has gained considerable popularity in the computational mechanics community. Admittedly, providing an accurate \( \sigma - \varepsilon \) relation with a reasonable computational effort represents a significant advantage. In addition, and more significantly, since the approach basically requires standard Finite Element (FE) techniques, the computational homogenization method suits naturally in the computational mechanics context from the formulation point of view and the implementation point of view.

In order to set up the corresponding mathematical framework of the computational homogenization method, different theories have been developed in the last years [7, 48]. Apparently, asymptotic expansion and variational multi-scale approach are, nowadays, the most successful approaches in the context of computational mechanics. Although the asymptotic expansion approach is a rigorous mathematical theory and it has been used for a long time, the variational multi-scale theory seems more appropriate to extend to non-linear problems. Furthermore, variational approaches usually fit more naturally in the context of the Finite Element method.

Since the computational homogenization method aims at considering small heterogeneities and small variations of the variables, it proposes to define, firstly, a macroscopic scale (characterized by the length scale \( l \)) which corresponds usually with the length of the domain and, secondly, a microscopic scale (characterized by the length scale \( l_\mu \)), which typically is of a smaller order of magnitude. It is assumed that the microscopic scale \( l_\mu \) fulfills

\[
I \ll l.
\]

(2.2)

Accordingly, one can define a macroscopic coordinate \( x \) (macroscopic point) related to the macroscopic scale \( l \) and a microscopic coordinate \( y = \frac{x}{\epsilon} \) (microscopic point) related with its counterpart scale \( l_\mu \). The parameter

\[
\epsilon \sim \frac{l_\mu}{l} \ll 1
\]

(2.3)

usually measures the jump between the scales. Note that if the \( y \) coordinate is neglected, the standard one scale problems is recovered.

Thus, with the definition of these two different scales in mind, and with the idea of considering heterogeneities on the small scale, the constitutive tensor is modeled as a function of both macroscopic coordinate \( x \) and the microscopic coordinate \( y \) as

\[
C(x, y) = C(x, \frac{x}{\epsilon}).
\]

(2.4)

Since the variables (stresses \( \sigma \), strains \( \varepsilon \)) of a standard elasticity problem depend implicitly on the constitutive tensor \( C(x, y) \) through the equilibrium equation, in principle, they are also function of both macroscopic coordinate \( x \) and the microscopic coordinate \( y \), that is
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Figure 2.1: Representation of the macroscopic domain $\Omega$ and the microscopic domain $\Omega_\mu$. In each macroscopic coordinate $x$, the associated RVE (Representative Volume Element) allows considering heterogeneities on the micro-scale through the microscopic coordinate $y$.

$$\sigma(x,y) = \sigma(x, \frac{x}{\epsilon}) \quad \text{and} \quad \varepsilon(x,y) = \varepsilon(x, \frac{x}{\epsilon}).$$ (2.5)

Conceptually, the main idea of the computational homogenization method is to collect the variation of the variables with respect the microscopic coordinate $y$ through an homogenization process. On the one hand, that allows capturing heterogeneities of the microscopic scale. On the other hand, after applying the homogenization process, the standard variables (stresses $\sigma$, strains $\varepsilon$) of a macroscopic continuum mechanical problem may be retrieved. In mathematical terms, the explicit $y$-dependence of the variables disappears after applying the homogenization process, this is

$$C(x, y) \rightarrow C^h(x), \quad \sigma(x, y) \rightarrow \sigma(x) \quad \text{and} \quad \varepsilon(x, y) \rightarrow \varepsilon(x)$$ (2.6)

where $C^h$ corresponds to the homogenization constitutive law. In order to describe this homogenization process, the RVE (Representative Volume Element) concept is first introduced. It is usually defined as the microscopic domain $\Omega_\mu$ (of order of magnitude $l_\mu$ ) in which the variations of the material properties are sufficiently representative. That allows associating the macroscopic variable $x$ to the coordinates of the macroscopic domain $\Omega$ and the microscopic variable $y$ to the coordinates of the microscopic domain $\Omega_\mu$. When the jump between the scales is large enough, each integration/sampling point $x$ of the continuum macroscopic domain is associated to an RVE. A sketch of this concept is presented in Figure 2.1.

Due to the definition of both coordinates $x$ and $y$, the heterogeneities of the material on the macroscopic domain and on the microscopic domain can be considered. At this point, the computational homogenization method proposes to replace the heterogeneous microscopic domain by an equivalent homogeneous microscopic domain, hence its name. See, in Figure 2.2 an sketch of this concept.

The methodology of replacing the heterogeneous RVE by its homogeneous counterpart is what the variational multiscale method proposes. Note that, although the heterogeneous micro-scale becomes an homogeneous material, the
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![Computational homogenization representation](image)

Figure 2.2: Computational homogenization representation. The variational multi-scale technique considers the heterogeneities on the microscopic scale through the coordinate $y$. However, after applying the homogenization process, the macroscopic variables $\sigma(x)$, $\epsilon(x)$ and $C^h(x)$ come to depend only to the macroscopic coordinate $x$.

Macroscopic material can still be considered an heterogeneous material, i.e., it no longer depend on variable $y$ but it may still depend on variable $x$.

As a first attempt of this homogenization process, one could think naturally on using the rule of mixtures. However, more sophisticated approaches may be employed [97], for instance, the multi-scale variational framework.

### 2.1.1 Multi-scale variational framework

The multi-scale variational approach has been extensively used in the last years [48] as a mathematical framework for the computational homogenization. On the one hand, it takes use of the powerful tools of calculus of variations and, on the other hand, it develops and presents the concepts nimbly. The methodology is based on: first, defining the kinematics, second, taking variations on the strain space of functions and, finally, postulating the Hill-Mandel principle. Henceforth, the variables related with the micro-scale are endowed by the sub-index $\mu$.

Regarding the kinematics, the multi-scale variational approach asserts that the microscopic strain $\epsilon_\mu(x,y)$ can be written as the sum of two terms, a macroscopic strain $\epsilon(x)$ and a fluctuation strain $\tilde{\epsilon}_\mu(x,y)$, i.e,

$$\epsilon_\mu(x,y) = \epsilon(x) + \tilde{\epsilon}_\mu(x,y). \quad (2.7)$$

The macroscopic strain is defined commonly as $\epsilon(x) = \nabla^s u$, where $u$ represents the displacements, and it depends only on the macroscopic coordinate $x$, while the fluctuation strain $\tilde{\epsilon}_\mu(x,y)$ depends on both coordinates $x$ and $y$ and must fulfill the constraint of zero mean value over the microscopic domain $\Omega_\mu$, that is,

$$\int_{\Omega_\mu} \tilde{\epsilon}_\mu(x,y) = 0. \quad (2.8)$$

Thus, both the splitting on two terms of the strain and the zero mean value constraint on the fluctuation strain are considered axioms of the multi-scale variational approach. Note that, this choice allows us to guarantee that the average of the microscopic strain will be the macroscopic strain, more specifically,

$$\epsilon(x) = \frac{1}{\Omega_\mu} \int_{\Omega_\mu} \epsilon_\mu(x,y). \quad (2.9)$$
This relation corresponds to the homogenization process shown in Figure 2.2 applied to the strain field. Thus, the microscopic strain $\varepsilon_{\mu}(x, y)$, which takes values over all the domain and depends on both $x$ and $y$ coordinates, is defined as the sum of its mean value over the microscopic domain and a fluctuation part, which is in charge of measuring the deviation over such mean value. As a remark, in the case where the fluctuations are canceled, the standard macroscopic problem is recovered.

Once the kinematic is defined, we move to the definition of the space of function of the strains. First, the space of function of the macroscopic and fluctuation strains are defined as

$$V_{\varepsilon} = \{ \varepsilon(x) \in T^2(\mathbb{R}^d, \mathbb{R}) \},$$  

$$V_{\tilde{\varepsilon}_\mu} = \left\{ \tilde{\varepsilon}_\mu(x, y) \in V_{\varepsilon} \mid \int_{\Omega_\mu} \tilde{\varepsilon}_\mu(x, y) = 0 \right\}$$

(2.11)

where $T^2(\mathbb{R}^d, \mathbb{R})$ stands for the symmetric second order tensor spaces. The macroscopic strain are only asked to belong to the symmetric second order spaces while fluctuation strains are additionally asked to satisfy the zero mean value constraint over the microscopic domain. Then, the space for the microscopic strain is defined as

$$V_{\varepsilon_\mu} = \{ \varepsilon_\mu(x, y) \in V_{\varepsilon} \mid \varepsilon_\mu(x, y) = \varepsilon(x) + \tilde{\varepsilon}_\mu(x, y) \},$$

(2.12)

with $\varepsilon \in V_{\varepsilon}$ and $\tilde{\varepsilon}_\mu \in V_{\tilde{\varepsilon}_\mu}$.

### 2.1.2 Hill-Mandel principle

Taking variations in such spaces, the variational multi-scale approach makes use of the Hill-Mandel principle. Based on energy concepts, it postulates that the internal energy of a macroscopic point $x$ is equivalent to the average of the microscopic internal energy of the microscopic domain. In physical terms, it states that two different entities (the infinitesimal point of coordinate $x$ and the microscopic domain) are equivalent and replaceable if they are endowed with the same value of the internal energy. In mathematical terms, this statement is expressible as

$$\sigma : \delta \varepsilon = \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} \sigma_\mu : \delta \varepsilon_\mu \quad \forall \delta \varepsilon_\mu \in V_{\varepsilon_\mu}.$$  

(2.13)

where $\sigma(x)$ corresponds to the macroscopic stress and $\sigma_\mu(x, y)$ to the microscopic stress. By virtue of (2.12), a variation of the microscopic strain is given by the variation of the macroscopic and fluctuation strain as

$$\delta \varepsilon_\mu = \delta \varepsilon + \delta \tilde{\varepsilon}_\mu.$$  

(2.14)

Inserting such variation on the Hill-Mandel principle equation (2.13), we obtain the following equation

$$(\sigma - \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} \sigma_\mu) : \delta \varepsilon + \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} \sigma_\mu : \delta \tilde{\varepsilon}_\mu = 0 \quad \forall \delta \varepsilon \in V_{\varepsilon}, \quad \forall \delta \tilde{\varepsilon}_\mu \in V_{\tilde{\varepsilon}_\mu}.$$  

(2.15)
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Since equation (2.15) holds for all $\forall \delta \tilde{\varepsilon}_\mu \in V_{\tilde{\varepsilon}_\mu}$, it also holds for $\delta \tilde{\varepsilon}_\mu = 0$. In consequence, the homogenization of the stress appears naturally as,

$$\sigma = \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} \sigma_\mu.$$  \hspace{1cm} (2.16)

Clearly, this relation is, in stresses, the analogous equation of the strain equation (2.9). As in the strain case, equation (2.16) corresponds to the homogenization process shown in Figure 2.2, but in this case, applied to the stress field. Note that the strain and stress homogenization differ basically on how they have been stated, the former as an axiom, the latter as a consequence of the Hill-Mandel principle.

Similarly, since equation (2.15) holds for all $\forall \delta \varepsilon \in V_\varepsilon$, it also holds for $\delta \varepsilon = 0$. Inserting this condition into equation (2.15), the weak form of the micro-structure equilibrium equation is obtained as

$$\int_{\Omega_\mu} \sigma_\mu : \delta \tilde{\varepsilon}_\mu = 0.$$

(2.17)

In view of equation (2.17), the fluctuation strain $\tilde{\varepsilon}_\mu(x,y)$ does not produce internal energy on the RVE.

2.1.3 Micro-scale equilibrium equation and boundary conditions

The Hill-Mandel principle leads to solve the equilibrium equation (2.17) for each macroscopic point $x$. This means that, through a discretization in $FE$, the macroscopic and a microscopic scale problem (in each macroscopic point) must be solved.

Regarding the micro-scale equilibrium equation, we first express the $\sigma - \varepsilon$ relation on the micro-scale, i.e, $\sigma_\mu - \varepsilon_\mu$ relation. Since the aim of the work is based on material design and structural optimization, we restrict the constitutive law to the elastic regime of materials. Thus, the macroscopic stress $\sigma_\mu(x,y)$ depends linearly on the strain $\varepsilon_\mu(x,y)$ through the micro-scale constitutive tensor $C_\mu(x,y)$ as

$$\sigma_\mu(x,y) = C_\mu(x,y) : \varepsilon_\mu(x,y).$$  \hspace{1cm} (2.18)

Therefore, the micro-scale equilibrium equation (2.17) is rewritten as

$$\int_{\Omega_\mu} \varepsilon_\mu : C_\mu : \delta \tilde{\varepsilon}_\mu = 0 \quad \forall \delta \tilde{\varepsilon}_\mu \in V_{\tilde{\varepsilon}_\mu},$$  \hspace{1cm} (2.19)

and considering the split of the microscopic strain $\varepsilon_\mu(x,y)$ in equation (2.7), the equilibrium equation results

$$\int_{\Omega_\mu} \tilde{\varepsilon}_\mu : C_\mu : \delta \tilde{\varepsilon}_\mu = - \int_{\Omega_\mu} \varepsilon : C_\mu : \delta \tilde{\varepsilon}_\mu \quad \forall \delta \tilde{\varepsilon}_\mu \in V_{\tilde{\varepsilon}_\mu}.$$  \hspace{1cm} (2.20)

This last equation stands for the equilibrium equation in strain terms. To write it in terms of displacements, we must first apply the Gauss theorem to the fluctuation strain condition (2.8), that is,
\[
\int_{\Omega_\mu} \varepsilon_\mu = \int_{\Omega_\mu} \nabla^s \tilde{u}_\mu = \int_{\partial \Omega_\mu} \tilde{u}_\mu \otimes_s n = 0, \quad (2.21)
\]

where the fluctuation displacement \( \tilde{u}_\mu \) has been introduced through the standard relation \( \tilde{\varepsilon}_\mu = \nabla^s \tilde{u}_\mu \). Similarly, the micro-scale displacement \( u_\mu(x, y) \) can be defined from \( \varepsilon_\mu = \nabla^s u_\mu \). Consequently, integrating the splitting equation (2.7), the micro-scale displacement \( u_\mu(x, y) \) can be written in terms of the macroscopic strain \( \varepsilon(x) \) and the fluctuation displacement \( \tilde{u}_\mu \) as,

\[
\tilde{u}_\mu(x, y) = \frac{\varepsilon(x)}{y} + \tilde{u}_\mu(x, y). \quad (2.22)
\]

Then, we can define the space function of the fluctuation displacement \( \tilde{u}_\mu \) as

\[
\mathcal{V}_{\tilde{u}_\mu} = \{ \tilde{u}_\mu \in H^1(\Omega_\mu) \mid \int_{\partial \Omega_\mu} \tilde{u}_\mu \otimes_s n = 0 \} \quad (2.23)
\]

Unlike the macroscopic displacement field, the fluctuation field is requested not only to enjoy standard regularity of elliptic problems but also to fulfill condition (2.23).

Thus, the equilibrium equation (2.20) can be re-expressed in terms of the fluctuation displacement \( \tilde{u}_\mu \) as,

\[
\int_{\Omega_\mu} \nabla^s \tilde{u}_\mu : \mathbb{C}_\mu : \nabla^s \delta \tilde{u}_\mu = - \int_{\Omega_\mu} \varepsilon : \mathbb{C}_\mu : \nabla^s \delta \tilde{u}_\mu \quad \forall \delta \tilde{u}_\mu \in \mathcal{V}_{\tilde{u}_\mu}. \quad (2.24)
\]

This last equation corresponds to the equilibrium equation that must be solved in each micro-structure. Note that, the equilibrium equation (2.24) suggests that the micro-scale equilibrium could be interpreted as a standard macro-scale equilibrium problem where the fluctuation \( \tilde{u}_\mu \) plays the role of the unknown and the macroscopic strain \( \varepsilon(x) \) the role, after integration, of the right hand side.

Next step is to describe how the microscopic boundary conditions may be fulfilled. There are different approaches to satisfy these boundary conditions of the RVE. In literature, see [48], the most frequently used can be classified in Taylor, Linear, Periodic and Minimal condition.

**Taylor boundary conditions** Frequently, this model is commonly termed, in other contexts, rule of mixtures [97]. Intuitively, it homogenizes the properties by its volumetric contribution. In our terms, it turns into imposing zero fluctuation over all the domain (including the boundary), that is

\[
\tilde{u}_\mu(x, y) = 0 \quad \forall y \in \Omega_\mu \cup \partial \Omega_\mu \quad (2.25)
\]

Thus, the equilibrium equation is not necessary to be solved since the unknown is already known. Obviously, by definition, condition (2.21) fulfills, i.e.,

\[
\tilde{u}_\mu(x, y) = 0 \quad \forall y \in \Omega_\mu \cup \partial \Omega_\mu \Rightarrow \int_{\partial \Omega_\mu} \tilde{u}_\mu \otimes_s n = 0. \quad (2.26)
\]
Linear boundary conditions  In comparison to the fluctuation on the Taylor conditions, the linear boundary conditions are imposed to be zero only on the boundary, i.e,

$$\tilde{u}_\mu(x, y) = 0 \quad \forall y \in \partial \Omega_\mu.$$  \hspace{1cm} (2.27)

According to (2.22), the total displacement has, in this case, only the contribution of the macroscopic strain:

$$u_\mu(x, y) = \varepsilon(x)y \quad \forall y \in \partial \Omega_\mu$$ \hspace{1cm} (2.28)

Thus, in the Linear boundary conditions, the micro-scale displacement depends linearly on the boundary with respect to coordinate $y$, hence its name. In this case, if the fluctuation is zero over all the boundary, the integral of the symmetric open product between the fluctuation and the normal is also zero, that is,

$$\int_{\partial \Omega_\mu} \tilde{u}_\mu \otimes s = 0.$$ \hspace{1cm} (2.29)

Since less conditions are imposed, Linear boundary conditions are less stiffer than the Taylor boundary conditions. However, there is still room to impose softer ones.

Periodic boundary conditions  Alternatively, the periodic boundary conditions are the ones with better reputation in the multi-scale field. In the literature, there are numerical studies that suggest its use in periodic material [75]. The main advantage lies on the fact that, the size of the micro-structure in which the material is statistically representative, is the smaller size in comparison to the rest of boundary conditions. Thus, the condition on the jump of scales is easier to satisfy.

The periodic boundary conditions satisfy the fluctuation condition as follows. For some specific micro-scale geometries like square cells (hexagonal cells and others can be easily extended), the boundary is divided in $\Gamma_1^+, \Gamma_1^-, \Gamma_2^+$ and $\Gamma_2^-$ with outward unit normal such that

$$n_1^+ = -n_1^-, \quad n_2^+ = -n_2^-.$$ \hspace{1cm} (2.30)

The different parts $\Gamma_1^+, \Gamma_1^-, \Gamma_2^+$ and $\Gamma_2^-$ of the boundary are represented in Figure 2.3. Considering the division on the boundary, we can re-express the fluctuation condition as

$$\int_{\partial \Omega_\mu} \tilde{u}_\mu \otimes s = \int_{\Gamma_1^+} \tilde{u}_\mu^{(1)+} \otimes s n_1^+ + \int_{\Gamma_2^+} \tilde{u}_\mu^{(2)+} \otimes s n_2^+ + \int_{\Gamma_1^-} \tilde{u}_\mu^{(1)-} \otimes s n_1^- + \int_{\Gamma_2^-} \tilde{u}_\mu^{(2)-} \otimes s n_2^- = 0,$$ \hspace{1cm} (2.31)

where $\tilde{u}_\mu^{(1)+}$ and $\tilde{u}_\mu^{(1)-}$ represents the fluctuations in $\Gamma_1^+$ and $\Gamma_1^-$. Similarly, $\tilde{u}_\mu^{(2)+}$ and $\tilde{u}_\mu^{(2)-}$ stands for the fluctuations in $\Gamma_2^+$ and $\Gamma_2^-$. 
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Finally, considering the opposite direction on the normals defined in Figure 2.3, we end up with the periodic boundary conditions

\[ \tilde{u}^{(1)}_\mu + \mu = \tilde{u}^{(2)}_\mu \] \hspace{1cm} (2.32)
\[ \tilde{u}^{(1)}_\mu - \mu = \tilde{u}^{(2)}_\mu - \mu. \] \hspace{1cm} (2.33)

More specifically, the fluctuation on the left part of the square cell \( \Gamma^+_2 \) must be equal to the fluctuation on the right part \( \Gamma^-_2 \) and, similarly, on the up and bottom part. Physically, this feature permits considering other micro-cell surrounding the RVE, and thus, the fluctuation will vary periodically along the micro-cell, hence its name.

**Minimal boundary conditions** The minimum boundary conditions appear as the last alternative. They are considered the weaker boundary conditions since, in contrast to other boundary conditions, they assume no extra condition, hence its name. For this purpose, the fluctuation conditions (2.21) are imposed directly.

Note that fluctuation condition (2.21) leads to impose that the integral over the boundary of the open product between the fluctuation and the outward unit normal is zero. That implies to impose six conditions in 3D problems and three conditions in 2D problems.

**Selected boundary condition and implementation strategy**

The choice of the boundary condition is a priori arbitrary, and it would depend on the addressed problem. In our study, and throughout all this work, we select the periodic boundary conditions since they can ensure a representative volume with the smaller length scale \( l_\mu \).

Regarding the way to impose the boundary conditions, there are two options. On the one hand, it can be imposed directly in the equilibrium problem and consequently the Lagrange multipliers appear as extra unknowns. On the other hand, it is possible to condensate some unknowns on the system through the boundary conditions.
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The first option seems reasonable for small number of conditions like minimum conditions, however, for other kind of conditions, it enlarges the system of equations considerably. The option of condensing the unknowns in periodic and linear seems reasonable. As a difficulty, if iterative solvers are used, specially for large 3D problems, the condensation process confers worse conditioning to the matrix, lengthening the convergence process. If direct solvers are used, with the condensation technique, the matrix becomes less sparse bringing problems with memory. This features that the appropriate approach will depend on the specific problem to be solved. In our case, and through all this work, since not computationally high demanding meshes are required, the condensation process is considered.

Strong form of the microscopic equilibrium equation

Once the boundary conditions have been introduced, the strong form of the microscopic equilibrium equation can be stated. From the equilibrium equation in weak form (2.17), and undoing the steps of integration by parts (and assuming some regularity), the equilibrium equation requires divergence free of the microscopic stresses. This is,

\[ \nabla \cdot \sigma_{\mu} = 0. \]  \hspace{1cm} (2.34)

To extend the formulation of the variational multi-scale method to microscopic equilibrium with body forces, the reader is refereed to work [47]. Thus, the strong form of the equilibrium equation jointly with the microscopic constitutive law (2.18) and the boundary conditions (periodic in our case) form the set of necessary equation of the micro-structural problem. Mathematically, it reads

\[
\begin{cases}
\nabla \cdot \sigma_{\mu}(\bar{u}_\mu) = 0 & \text{in } \Omega_{\mu} \\
\sigma_{\mu}(\bar{u}_\mu) = C_{\mu} : \nabla \bar{u}_\mu & \text{on } \Gamma_1^+ \cup \Gamma_2^+ \\
\bar{u}_{\mu}^{(1)+} = \bar{u}_{\mu}^{(2)+} & \text{on } \Gamma_1^+ \cup \Gamma_2^+ \\
\bar{u}_{\mu}^{(1)-} = \bar{u}_{\mu}^{(2)-} & \text{on } \Gamma_1^- \cup \Gamma_2^-.
\end{cases}
\]  \hspace{1cm} (2.35)

2.1.4 Homogenized constitutive tensor

Once the microscopic equilibrium equation is presented, it is worth mentioning that the main aim of the multi-scale problem consists in obtaining the homogenized constitutive tensor rather than the microscopic fluctuations, microscopic strains and microscopic stresses. In fact, computing the homogenized constitutive tensor is the essential part of the computational homogenization method. Henceforth, it is denoted by \( C^h \). As in other fields of mechanics, it is commonly defined as the variation of the stresses \( \sigma \) with respect to the strain \( \varepsilon \), this is

\[ C^h := \frac{\partial \sigma}{\partial \varepsilon}. \]  \hspace{1cm} (2.36)

Taking into account that the macroscopic stresses \( \sigma \) are related with its microscopic counterpart \( \sigma_{\mu} \) through the homogenization equation (2.16), and making use of the linear elasticity assumption (2.18), the constitutive tensor reads
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The microscopic strain is related with the macroscopic strain through the assumption of the kinematics described in equation (2.7). By taking derivatives with respect to the macroscopic strain in equation (2.7), we obtain the following relation

\[
\frac{\partial \varepsilon_\mu}{\partial \varepsilon} = \frac{\partial}{\partial \varepsilon} + \frac{\partial \tilde{\varepsilon}_\mu}{\partial \varepsilon} = I + \frac{\partial \nabla^s \tilde{u}_\mu}{\partial \varepsilon} = I + A(y) \tag{2.38}
\]

where \( I \) and \( A \) stand for the identity fourth-order tensor and the so-called fourth-order localization tensor \([72]\). Unlike the homogenized fourth order constitutive tensor \( C^h \), both fourth order tensors \( I \) and \( A \) are dimensionless. Regarding this fourth-order localization tensor \( A(y) \), note that, in the weak form of the equilibrium equation (2.24), the symmetric gradient of the fluctuations \( \nabla^s \tilde{u}_\mu \) depends linearly (due to the assumption of linear material behavior) on macroscopic strain \( \varepsilon \). Thus, we can relate \( \nabla^s \tilde{u}_\mu \) with \( \varepsilon \) by writing the definition of the localization tensor \( A(y) \) as follows,

\[
A(y) = \frac{\partial \nabla^s \tilde{u}_\mu}{\partial \varepsilon} \Rightarrow \nabla^s \tilde{u}_\mu = A(y) : \varepsilon. \tag{2.39}
\]

Since the localization tensor \( A \) stands for a linear operator, its components can be obtained by solving, for each canonical base of \( \varepsilon \) \([68]\), the symmetric gradient of the fluctuation \( \nabla^s \tilde{u}_\mu \) from the weak form of the equilibrium equation (2.24). Once the \( A(y) \) is known, replacing equation (2.38) on the definition of the constitutive tensor, the homogenized constitutive tensor \( C^h \) is reduced to

\[
C^h = \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} C_\mu : (I + A) = \bar{C} + \tilde{C}. \tag{2.40}
\]

being \( \bar{C} \) and \( \tilde{C} \) the volume average of the microscopic constitutive tensor and the fluctuation constitutive tensor. By definition, they take the following form

\[
\bar{C} = \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} C_\mu, \quad \tilde{C} = \frac{1}{|\Omega_\mu|} \int_{\Omega_\mu} C_\mu : A. \tag{2.41}
\]

Note that when the fluctuations are null (for example with Taylor boundary conditions), the localization tensor \( A \) is canceled. Consequently, the homogenized constitutive tensor \( C^h \) depends only to the volume average of the microscopic constitutive tensor \( \bar{C} \). That explains why \( \bar{C} \) is commonly called the Taylor counterpart of the homogenized constitutive tensor. At this point, it is worth stressing that the whole homogenization process presented in this section is basically reduced to the homogenization of the constitutive tensor described in equation (2.40).

Note that all the formulation of the variational multi-scale method has been introduced under elastic regime assumptions. To extend this formulation to non-linear problems, the reader is referred to [38].
2.2 Topology optimization

In the last decades, topology optimization has been a wide active research topic. Nowadays, it is widely applied to Aeronautical [77], automotive and civil engineering industry. In addition, topology optimization tools are nowadays included in more than thirty commercial software packages [114], e.g. Abaqus [45], Altair HyperWorks [11]. As an example, the design of the A380 ribs shown in Figure 2.4 through topological optimization techniques represents a prominent application of the method in the Aeronautical industry.

![A topology optimization-based design for ribs of the Airbus 380 EADS-Munich](image1)
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Figure 2.4: Topology optimization applications on aeronautical industry. The topology optimization fields is useful and developed enough for giving answers to real industry problems.

During these years of research and industrial development, different theories have been proposed. SIMP, shape optimization and topological derivative method are considered ones of the most convincing approaches.

The arguably most popular method, SIMP [31], is based on an heuristic regularization which leads to an appropriate (in terms of practical results) penalization. The root of this approach can be traced back to the seminal work [30] developed by Kikuchi and Bendsoe. In addition, due to this regularization, gradient-based methods can be used. However, although it can be sometimes interpreted in physical terms (micro-structures), intermediate values still appear and the selection of the penalization parameter is still an open issue [102]. This method has been successfully applied to material design in work [90] and to multi-scale topology optimization problems in the seminal work [101]. A more
recent example can be found in work [44].

Boundary variation methods, based on classical shape sensitivity analysis, have appeared as a powerful alternative. Although shape differentiation has been long studied, the bases were established in the reference book [113]. The idea of using a level set method [6] for representing the topology is one of the strengths of the approach. The shape derivative is then used as a descend direction in a Hamilton-Jacobi equation which makes the level set evolves. Moreover, although strong mathematical theories have been developed, the inability of nucleating holes makes this approach limited.

Complementary, in the last years, due to the ever increase of the available computational power, discrete and evolutionary algorithms, like BESO [71], appeared as a clear way of defining interfaces in topology optimization. These methods, based in heuristics, offer the advantage that they are simple to code. However, they are limited to small cases and they are not computationally very efficient. For these reasons, they lack a great reputation in the topological optimization community [102].

In the last years, techniques based on topological derivative has become a significant tool for solving topology optimization problems. Its main merit is to provide sensitivity of the cost function when a small hole is created. The basis of topological derivative theory was first established in [114] by using the shape sensitivity results and then consolidated in the reference book [92]. Works [93] and [17] deserve also special attention. One of its main drawbacks, however, lies on the difficulty of obtaining such topological derivative, which can become in some cases burdensome. In fact, up to now, for some specific cost functions, topological derivatives are still missing. However, large advances have been achieved in the last years.

Owing to the landmark work [19], topological derivative can be used as a descent direction in a level-set algorithm. Slerp (spherical linear interpolation) algorithm has been used as an efficient strategy for solving topology optimization. It provides clear boundary of the topology and, in contrast with shape optimization techniques, the nucleation of the holes appears naturally.

2.2.1 The topology optimization problem

In the following, the topology optimization problem is stated under the assumptions of linear elasticity and small strains. Generally speaking, the aim consists of obtaining an optimal topology such that it minimizes a desired functional and satisfies some particular constraints.

The description of the topology is determined by the characteristic function $\chi$ as follows

$$\chi = \begin{cases} 
1 & x \in \Omega^+ \\
0 & x \in \Omega^- 
\end{cases}$$

where the domain $\Omega$ has been split into two parts $\Omega = \Omega^+ \cup \Omega^-$. The sub-domains $\Omega^+$ and $\Omega^-$ are made of different materials, thus, the characteristic function is in charge of determining in the whole domain $\Omega$ what part corresponds to either material. Such kind of problems are normally termed bi-material topology optimization problems. However, in most of the application, instead of dealing with two materials, the material corresponding to the domain
\( \Omega^\text{c} \) is made of a very small stiffness characterizing the behavior of a void. The name of topological optimization problems usually refers to this case.

Regarding the cost functional, hereafter termed as \( J(\chi) \), different options are possible. The compliance is widely used in the context of topology since it measures the stiffness of the structure. Other possibilities found in the literature are, for instance, the least square objective function [10], which attempt to achieve a certain displacement of the structure in \( L^2 \) norm.

Regarding the constraints, it is common to fix a desired volume \( V \) of one of the materials, typically the strong one. In addition, it can be found, in works [23] and [20] of the literature, constraints imposing a threshold on the stresses. Perimeter constraints can also be found in order to alleviate numerical instabilities [26].

Concerning our work, we are interested in using the compliance as the cost function and the volume as the constraint. Accordingly, we state the topological optimization problem as follows,

\[
\begin{align*}
\text{minimize} & \quad J(\chi) \\
\text{subjected to:} & \quad \frac{1}{|\Omega|} \int_{\Omega} \chi = V
\end{align*}
\]  

(2.43)

where \( J : L^\infty(\Omega,\{0,1\}) \rightarrow \mathbb{R} \) is a general cost function (normally the compliance), \( V \) the volume value to achieve, and \( \chi \in L^\infty(\Omega,\{0,1\}) \) the characteristic function. The cost function, in the case of the compliance, has the form

\[
J(\chi) = l(u_\chi)
\]  

(2.44)

where \( l(\cdot) \) and \( u_\chi \in H^1(\Omega,\mathbb{R}) \) represents the left hand side and the displacements solution of the following equilibrium equation

\[
a(\chi, u_\chi, v) = l(v) \quad \forall v \in H^1_0(\Omega,\mathbb{R})
\]  

(2.45)

where \( a(\chi, \cdot, \cdot) \) represents the bilinear form obtained by taking the weak form of the standard elastic problem

\[
\begin{aligned}
\nabla \cdot \sigma &= 0 \quad \text{in} \quad \Omega, \\
\sigma &= \mathbb{C}(\chi) : \nabla u, \\
u &= u_0 \quad \text{on} \quad \Gamma_D, \\
\sigma \cdot n &= t \quad \text{on} \quad \Gamma_N.
\end{aligned}
\]  

(2.46)

The field \( \sigma \) stands for the stresses and \( \mathbb{C}(\chi) \) stands for the constitutive fourth order tensor, usually defined in the bi-material problem as

\[
\mathbb{C}(\chi) = \begin{cases} 
\mathbb{C}^+ & \chi = 1, \\
\mathbb{C}^- & \chi = 0,
\end{cases}
\]  

(2.47)

or, more explicitly, as

\[
\mathbb{C}(\chi) = \chi \mathbb{C}^+ + (1 - \chi) \mathbb{C}^-.
\]  

(2.48)

where \( \mathbb{C}^+ \) and \( \mathbb{C}^- \) are the constitutive tensor of the strong material and the weak material respectively.
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2.2.2 Non-existence and numerical instabilities

In the topology optimization problems, some difficulties appear not only on the theoretical aspects but also on the numerical implementation. Regarding the theoretical aspects, we briefly describe the non-existence of optimal solutions by giving a representative example and we comment the standard remedies found in the literature. Regarding the numerical difficulties, we discuss the lack of unicity of the solution and the checkerboard instability.

Lack of existence of solutions

The existence of solution in topology optimization has been largely studied [4]. The question can be stated as: is there an optimal topology that minimizes the cost function $J(\chi)$ and satisfies the constraints? This question is fully addressed [34] in the literature by providing some examples that show the non-existence of optimal solution. In the following, we are going to outline the counter-example described in book [4].

The aim lies on finding a topology that minimizes the compliance of a square domain under unit-axial loads.

Intuitively, the main idea consists in proposing a sequence of topologies with an increasing number of horizontal elliptic inclusions, smaller every time to preserve the volume. It can be seen that such sequence entails smaller compliance values. Since the sequence does not converge, the compliance value may always decrease. Thus, the optimal solution does not exist.

One remedy is to modify the problem by adding constraints. In several cases, it is very common to add a Perimeter constraint. In [26], it is shown how the Perimeter constraint may be used to limit the size of the inclusion. In addition, it can be proved with this Perimeter constraint, the existence of solutions is recovered. See works [12] and [26] for further information. Alternatively, it is also possible to introduce restrictions based on manufacturing issues to limit the size of the inclusions.
Lack of unicity

Besides the problems of existence, there are lack of unicity of solutions. In work [31], it is shown that one can get unicity of solutions if some specific regularizations of the problem are considered. However, most of the times, the obtained topology is full of gray regions and no physical meaning may be retrieved [102]. If this specific regularization is not considered, depending of the initial guess, several local minima may appear. This feature is due to the non-convexity of the problem. Thus, the initial value of the optimization problem influences on the optimal solution.

Checkerboard

In the context of topology optimization, it is well-known that, depending on the methodology, checkerboard solutions may appear. An intuitive way of understanding such phenomenon is writing the topology optimization problem (2.43) as a saddle point problem of two fields: the displacements $u$ and the characteristic function $\chi$, this is

$$\begin{align*}
\text{maximize } & \chi \\
\text{minimize } & _{u \in H^1(\Omega, \mathbb{R})} \frac{1}{2} a(\chi, u, u) - l(u) \ orall v \\
\text{subjected to: } & \frac{1}{|\Omega|} \int_{\Omega} \chi = V.
\end{align*}$$

The checkerboard phenomenon usually appears, in other fields (e.g. Stokes flow), on $\text{max} - \text{min}$ problems. In that case, the Babushka-Brezzi condition must be satisfied. Similarly, in the topology optimization problem, the use of an appropriate interpolation of the displacement field $u$ and the characteristic function $\chi$ may circumvent the checkerboard problem. Alternatively, another remedy for avoiding checkerboards may be the use of filters. A deep study on this topic is collected in work [35]. For further information, the reader is referred to works [35] and [98]. A representative example of the checkerboard phenomena is depicted in the standard Cantilever example of Figure 2.6.

Figure 2.6: Checkerboard phenomena in topology optimization problems (figure extracted from [31]).
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2.2.3 Regularized topology optimization (SIMP)

Regarding the different approaches to address the topology optimization problem, we start by describing the SIMP method. As it was mentioned before, the SIMP method is the most common approach in topology optimization. The origin of the methodology comes from the seminal paper of Kikuchi and Bendsoe\cite{Kikuchi1984}. It has been applied to many fields with success and it has produced hundreds of publications. Certainly, all the publications of Sigmund and its group has strongly contributed on giving useful solutions to real industry problems. The reference book\cite{Bendsoe2003} of Bendsoe and Sigmund, certifies that, nowadays, the SIMP method is considered by the topology optimization community, a consolidated theory.

The approach is based on regularizing the discontinuous characteristic function \( \chi \). Instead of taking values zero or one, the characteristic function is allowed taking intermediate values. Schematically,

\[
\chi \in \{0, 1\} \Rightarrow \rho \in [0, 1]
\]

where \( \rho \) denotes the regularized characteristic function and it is usually termed fictitious density.

In addition, in order to get black and white topologies, the definition on the constitutive tensor \( C \) in equation (2.48) is modified as

\[
C(\chi) = \rho pC^+ + (1 - \rho p)C^-
\]  
(2.49)

where the parameter \( p \) is arbitrary and leads to penalize the intermediate fictitious densities. Typically, in linear elasticity, the penalization parameter is taken as \( p = 3 \). However, no penalization is considered in the volume constraint. It reads

\[
\frac{1}{|\Omega|} \int_\Omega \rho = V.
\]  
(2.50)

The SIMP method, as an advantage, entails a straightforward implementation and provides satisfactory results. In addition, due to the penalization parameter \( p \), well-established and powerful continuous optimization algorithms can be used.

However the SIMP method also entails some inconveniences. The value of the heuristic parameter \( p \) is unclear. In addition, in many cases, checkerboards may appear and filters must be applied. Finally, in the optimal solution, the fictitious density takes frequently intermediate values. As a remedy, there are two different options: either thresholding techniques are applied to recover “black-white” solutions or the intermediate values are interpreted, when possible, in terms of micro-structures.

2.2.4 Shape derivative for topology optimization

Another very popular approach for topology optimization consists in using the shape derivative concept. Many works have been developed in the last decades, specially by the french school\cite{Masmoudi1985, Allaire1992, Allaire1996}. The idea lies on collecting in the shape derivative the measure of the change of a functional when applying a deformation on the domain. In the case that, the deformation is applied
on a boundary in the normal direction and with unitary modulus, the shape derivative can be straightforwardly computed, see [4]. Shape derivative has been obtained for several functionals like the compliance, volume and least squares cost functions, among others.

After the computation of the shape derivative, the optimality conditions have also been defined in the literature [4]. Since the change of the cost is collected by the shape derivative, it may be used as a descent direction in an optimization algorithm. This idea was pioneered by Allaire in the seminal work [10]. The topology is defined by a level-set function and it evolves following a Hamilton-Jacobi scheme. With this methodology, encouraging results have been achieved.

Since this methodology is based on a level set function, it is a priori free of grays (intermediate values) and no checkerboards are expected to appear. In addition, it relies on a strong mathematical theory.

As a main drawback, the shape optimization problem is restricted, by construction, to boundary changes, and consequently, no new nucleations of holes (or inclusions) are accomplished. However, some remedies has been proposed in [9] by combining the shape derivative and topological derivative.

### 2.2.5 Topological derivative for topology optimization

The field of topological derivative has gained an increasing popularity in the last decades. Although much of its success lies on the advances developed in the context of the shape derivative, it was not until the work of Solowski & Zochowski in 1999 [111], where the basis of the topological derivative theory were rigorously established. In parallel, Masmoudi presented the basis of the shape and topological derivative in [81]. Special attention deserves the previous works of Schumacher in [51] and [105] and Cea in [12]. Some years later, Novotny and co-workers at [94] presented and established a clear relation between the shape derivative and the topological derivative through the Eshelby tensor and connecting it with the configurational forces fully described in the reference book of Gurtin [67]. As a consequence of that studies, the reference book Topological Derivatives in Shape Optimization [92] emerged.

The topological derivative is based on the asymptotic analysis of shape functionals and the analytical solution of classical elastic problems of an infinite domain with an elliptic inclusion. The studies of Nazarov in [89] helped to consolidate the theory of the asymptotic analysis. Regarding the analytical classical solution of elastic problems, the books of Little [80], Muskhelishvili [85], Lekhnitskii [79] and Saad [103] are classical references.

All the progress on topological derivative theory leads to an extended number of applications which could be summarized in the following list

- Topological optimization: [27], [23], [39], [62], [63] and [95].
- Inverse problems: [56], [39], [38] and [82].
- Image processing: [28], [74], [69], [70] and [78].
- Fracture mechanics and Damage: [22], [15] and [117].

From the author’s point of view, topological derivative is an adequate, and probably, the most natural tool for solving topology optimization problems since
it studies the sensibility of a shape functional when making a hole (or inserting an inclusion).

It is worth mentioning that there are two different and complementary procedures to compute the topological derivative. The first one is based on studying the shape functional on two different configurations, with and without and inclusion. Then, after few manipulations, the differences of such functional are related with the topological derivative. The second approach, according to the reference book [96], takes advantage of the shape derivative by making use of standard continuum mechanics tools like the material derivative concept. In this approach, it appears naturally the Eshelby tensor and it has more the flavor of the configurational forces school. This approach helps to understand intuitively the physical meaning of the topological derivative.

A brief introduction to the shape derivative concept is the following (see Figure 2.7). Let’s assume that a circular hole (or inclusion) on the unperturbed domain with a radius of \( \epsilon \) value is nucleated (or inserted). Then, the shape derivative of the desired objective function must by computed by taking the material derivative of the functional with zero velocity field on the boundary of the domain and with unitary and normal velocity field on the circular hole. This shape derivative could be seen as a limit of a small perturbation of the radius of the inclusion (limit in \( \tau \) in Figure 2.7).

Then, once the shape derivative is obtained (which itself involves a limit), we expressed it in terms of \( \epsilon \), or more specifically, in terms of powers of \( \epsilon \), mimicking a standard Taylor expansion. It is worth mentioning that the most relevant part of computing the topological derivative remains on obtaining this shape derivative in terms of \( \epsilon \) power. This procedure is well-explained and detailed in chapter 4 and in Appendices A and B, for both isotropic and anisotropic materials. Finally, by taking the \( \epsilon \) limit, we recover the topological derivative expression.

In mathematical terms, the topological derivative is defined, more precisely, as the linear operator that fulfills the following expansion

\[
J(\Omega_\epsilon) = J(\Omega) + D_T J(\hat{x})|B(\hat{x}, \epsilon)| + o(|B(\hat{x}, \epsilon)|) \tag{2.51}
\]

where \( \Omega_\epsilon \) and \( \Omega \) represent the domain with an without an inclusion. The term \( B(\hat{x}, \epsilon) \) represents a circular inclusion in the point \( \hat{x} \) with a radius of value \( \epsilon \). Concerning the shape function \( J \), most of the times, it is taken similarly to the SIMP and shape optimization methods, i.e., the volume of the domain, the compliance of the structure or the \( L^2 \) norm difference between the displacement of a specific point of the domain with a displacement target value. However, the compliance functional plays usually a crucial role in the topological optimization problems. For this reasons, obtaining topological derivative of the compliance was an important stride in the topic of topological derivative. Specifically, the compliance shape functional is usually defined as

\[
J(\Omega) = \int_{\Omega} \sigma : \nabla^* u \tag{2.52}
\]

where \( \sigma \) and \( u \) represent the stresses and displacements solution of the standard elastic problem \(2.46\). Following Novotny in work [92], the topological
derivative of the compliance is typically presented in the following terms,

\[ D^T_J(\hat{x}) = \frac{1}{\epsilon} \lim_{\tau \to 0} \frac{J_r(\Omega_\epsilon) - J(\Omega)}{\tau} \]

where \( P \) stands for the fourth order polarization tensor. The expression of such polarization tensor, for the isotropic and anisotropic case, and the procedure to relate it with the topological derivative \( D^T_J(\hat{x}) \) is fully explained in chapter 4.

2.2.6 Topology optimization at the micro-scale

The topology optimization methodology have been applied successfully not only to the macroscopic scale but also to the microscopic scale. Although interesting results have been obtained in the last decades when considering the SIMP method (see [107] and [108]), it was not until work [21] in which the topological derivative approach achieved significant results. 's work [21] contributed to set the foundations of the use of the topological derivative to the design of micro-structures. In this work, two main progresses were achieved: from the theoretical point of view, the topological derivative for the constitutive tensor is computed, and from the numerical point of view, promising optimal designs of micro-structures are provided.

As we have mentioned in section 2.1, one of the main results of the computational homogenization theory consists on attaining the homogenized constitutive tensor \( C^h \). Consequently, most of the interesting shape functionals to be minimized, structurally speaking, are related with the homogenized constitutive tensor \( C^h \). Thus, the topological derivative of the homogenized constitutive tensor obtained in work [21] has opened a wide range of micro-structures applications.

In the following, we briefly recall the topological derivative expression of the constitutive tensor. According to the definition of \( C^{ijkl}_h \) in equation (2.37), it
can be re-expressed, in tensor notation, as

$$C^h_{ijkl} = \frac{1}{\Omega_\mu} \int_{\Omega_\mu} \sigma_\mu (\varepsilon^1_{ij})_{kl} = \sigma(\varepsilon^1_{ij})_{kl} \quad (2.54)$$

where the $\varepsilon^1_{ij}$ is the canonical macroscopic strain. We recall that the subindex $\mu$ denotes microscopic variables. Assuming linear elasticity regime and following the localization tensor definition of equation (2.38), the constitutive homogenized tensor can be obtained after computing the homogenized stresses from equations (2.35), where the unitary canonical basis are taken as the macroscopic strains. Following the work in [21], the topological derivative of the constitutive tensor takes essentially the same expression of the one obtained in equation (2.53), this is,

$$\left( D_T C^h \right)_{ijkl} = \sigma_\mu (\varepsilon^1_{ij}) : P : \varepsilon_{\mu\nu} (\varepsilon^1_{kl}) \quad (2.55)$$

where $P$ represents again the polarization tensor. Note that the expressions (2.53) and (2.55) are almost identical. The constitutive tensor component $ijkl$ measures the stiffness (or compliance) on the canonical basis $e_k \otimes e_l$ produced by the canonical basis $e_i \otimes e_j$.

Usually, the optimization problem aims at maximizing the stiffness (or minimizing the compliance) of an RVE by fixing a fraction volume $V_\mu$. Thus, from a macroscopic point of view, the microscopic topology optimization becomes a material design process. Hereafter, we will call micro-structure topology optimization and material design indistinctly. Consequently, the material design process deals with minimizing the compliance which usually reads as

$$\mathcal{J}(\Omega_\mu) = \sigma : (C^h)^{-1} : \sigma \quad (2.56)$$

where $\sigma$ stands for the macroscopic stress tensor. By applying the chain rule, we obtain straightforwardly that the topological derivative for the compliance in the micro-structure is written as

$$D_T J(\hat{x}) = -\sigma : C^{-1}_h : (D_T C^h) : C^{-1}_h : \sigma \quad (2.57)$$

It is worth-mentioning that the topological derivative equation (2.55) holds for anisotropic and isotropic materials by considering the appropriate polarization tensor. This will be considered in Chapter 4.
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Topological derivative and topology optimization

3.1 Motivation

As mentioned in Chapter 2, different methodologies are available to address the topology optimization problem. Certainly, the different formulations impact meaningfully on the numerical strategy proposed to solve the problem. For instance, the regularization of the characteristic function introduced in the SIMP method allows computing a continuous gradient. However, when using topological derivative, no continuous gradient is available. This difference results according to two significant considerations: on the one hand, standard KKT conditions are no longer imposed as optimality conditions; on the other hand, the usual continuous optimization algorithms (steepest descent, Newton Raphson, ...) must be replaced by alternative algorithms.

Regarding the optimality conditions, it is convenient to provide first an intuitive description of the topological derivative concept and, then, formalize it in mathematical terms. From that descriptions, the optimality conditions arise naturally.

The (non standard) topological derivative algorithm is also convenient to be described. The level-set updating, built to satisfy the optimality conditions, is not straightforward. In addition, this topological derivative algorithm becomes more complex when imposing constraints in the minimization problem, specially with inequality constraints.

Furthermore, the topological derivative algorithm presents two drawbacks of different nature. On the one hand, determining the line search parameter is not an easy task; significant oscillations appear leading to spurious local minima. On the other hand, for a threshold of the stopping criteria, the algorithm may not converge leading to time-consuming re-meshing processes. To alleviate both inconveniences, novel numerical strategies must be proposed.
3.2 Optimality conditions when using topological derivative

Once the topology optimization problem (2.43) has been stated in Chapter 2, the following question arises: how the optimality condition in the topology optimization problem must be imposed when using the topological derivative? Note that, strictly speaking, the topological derivative does not correspond to a continuous gradient, and consequently, non standard KKT conditions can be imposed.

3.2.1 Qualitative description of inserting an inclusion

For this purpose, a qualitative description of inserting an inclusion is first provided.

Figure 3.1: Representation of the initial topology and the update topology for a strong-to-weak material modification (Case A) and for a weak-to-strong material modification (Case B).

Let’s assume the domain $\Omega$ is divided into two sub-domains: $\Omega^+$, endowed with a strong material (or material +) and $\Omega^-$, endowed with a weak material (or material –). In Figure 3.1, the strong material is represented in gray and the weak material in white. The main idea is based on studying how a shape functional (compliance, volume, ...) is modified when a circle of one material (strong or weak) is replaced by a circle of the other material (weak or strong). In an attempt to give a qualitative idea of this relation, the following two cases are introduced:

- **Case A:** when a small circle of the strong material is replaced by a small circle of the weak material, see Figure 3.1a
- **Case B:** when a small circle of the weak material is replaced by a small circle of the strong material, see Figure 3.1b

In this work, the shape functional is restricted to the compliance, denoted by $fu$, and to the volume (or mass in general), denoted by $m$. In addition, we denote the shape functionals with $(\cdot)^+$ and $(\cdot)^-$ when the center of the inclusion
\( \hat{x} \) is inserted in \( \Omega^+ \) or \( \Omega^- \) respectively. Thus, the change of the shape functionals in both cases is as follows:

- **Case A:** Since the small circle made of the strong material is replaced by the weak material, i.e., \( C^- \) to \( C^+ \), the structure must behave less stiffer and, consequently, the compliance should increase as follows

\[
0 \leq (fu)^+ \leq (fu)^- \rightarrow \Delta(fu) = (fu)^- - (fu)^+ \geq 0 \tag{3.1}
\]

On the contrary, when \( \rho^+ \) is replaced by \( \rho^- < \rho^+ \), the mass of the domain should decrease. This is,

\[
0 \leq m^+ \leq m^- \rightarrow \Delta m = m^- - m^+ \leq 0 \tag{3.2}
\]

- **Case B:** Since the small circle made of the weak material is replaced by the strong material, i.e., \( C^- \) to \( C^+ \), the structure must behave stiffer and the compliance should decrease as follows

\[
0 \leq (fu)^+ \leq (fu)^- \rightarrow \Delta(fu) = (fu)^+ - (fu)^- \leq 0 \tag{3.3}
\]

On the contrary, when \( \rho^- \) is replaced by \( \rho^+ \), the mass of the domain should increase. This is,

\[
0 \leq m^- \leq m^+ \rightarrow \Delta m = m^+ - m^- \geq 0 \tag{3.4}
\]

Thus, it can be inferred from this analysis the opposite response of the compliance and volume functionals when inserting an inclusion. In practice, this is translated to obtain solution different from the trivial one (full domain of strong material or full domain of weak material). In addition, this trend of the inequalities will incur on understanding the sign of the topological derivative.

### 3.2.2 Mathematical description of inserting an inclusion

Let’s analyze, more formally, the mathematical formulation of inserting an inclusion. The circular inclusion is represented by means of the ball \( B(\hat{x}, \epsilon) \) defined as

\[
B(\hat{x}, \epsilon) = \{ x \in \Omega \mid |x - \hat{x}| < \epsilon \} \tag{3.5}
\]

where \( \hat{x} \) and \( \epsilon \) stands for the center and the radius of the ball. The characteristic function on the ball \( B(\hat{x}, \epsilon) \) centered in \( \hat{x} \) with radius \( \epsilon \) as

\[
\chi_{B(\hat{x}, \epsilon)}(x) = \begin{cases} 
1 & x \in B(\hat{x}, \epsilon), \\
0 & x \notin B(\hat{x}, \epsilon),
\end{cases} \tag{3.6}
\]

and the sign function \( s(x) \) as

\[
s(x) = \begin{cases} 
-1 & x \in \Omega^+, \\
1 & x \notin \Omega^-.
\end{cases} \tag{3.7}
\]

Bearing this in mind, a general description of the constitutive tensor from the initial topology to the modified topology (by only inserting one hole) can be mathematically expressed as
$$C(x) \Rightarrow C(x) + (C^+ - C^-)s(\hat{x})\chi_{B(\hat{x},\epsilon)}(x). \quad (3.8)$$

Note that if $\hat{x} \in \Omega^+ \text{ (case A)}$, the constitutive tensor changes from $C^+$ to $C^-$ in the circular inclusion and remains the same in the rest of the domain. An opposite behavior occurs in case B. Similarly, we express the change of the density from the initial topology to the modified one as

$$\rho(x) \Rightarrow \rho(x) + (\rho^+ - \rho^-)s(\hat{x})\chi_{B(\hat{x},\epsilon)}(x). \quad (3.9)$$

### 3.2.3 Topological derivative of the volume

Let’s express first the mass of the domain as the integral of the density over all the domain, i.e

$$J(\rho) = \int_\Omega \rho(x) \quad (3.10)$$

Note that, in fact, it represents the mass of the domain before inserting the inclusion. Equivalently, the mass of the domain after inserting the inclusion corresponds to

$$J(\rho + (\rho^+ - \rho^-)s(\hat{x})\chi_{B(\hat{x},\epsilon)}) = \int_\Omega \rho(x) + (\rho^+ - \rho^-)s(\hat{x})\int_\Omega \chi_{B(\hat{x},\epsilon)}(x) = J(\rho) + (\rho^+ - \rho^-)s(\hat{x})|B(\hat{x},\epsilon)|. \quad (3.11)$$

By definition, see [25], the topological derivative $D_TJ$ holds in the following expansion,

$$J(\rho + (\rho^+ - \rho^-)s(\hat{x})\chi_{B(\hat{x},\epsilon)}) - J(\rho) = D_TJ(\hat{x})|B(\hat{x},\epsilon)| + o(|B(\hat{x},\epsilon)|). \quad (3.12)$$

Hence, by identifying terms, we obtain straightforwardly the expression of the topological derivative for the mass (or volume) shape functional as

$$D_TJ(\hat{x}) = (\rho^+ - \rho^-)s(\hat{x}). \quad (3.13)$$

Note that, for cases A and B, the topological derivative takes the following values,

$$\hat{x} \in \Omega^+ \text{ : } D_TJ(\hat{x}) = - (\rho^+ - \rho^-) < 0 \quad \text{(Case A)} \quad (3.14)$$

$$\hat{x} \in \Omega^- \text{ : } D_TJ(\hat{x}) = (\rho^+ - \rho^-) > 0 \quad \text{(Case B)} \quad (3.15)$$

### 3.2.4 Topological derivative of the compliance

In contrast to the volume functional, the compliance clearly depends on the constitutive tensor $C$ and is quite commonly expressed as

$$J(C) = \int_{\Gamma_N} fu(C) \quad (3.16)$$
where $f \in H^{-1/2}(\Gamma_N)$ stands for the external boundary forces and $u \in H^1_0(\Omega)$ represents the displacements, solution of the weak form of the equilibrium equation (2.46), i.e.,

$$
\int_{\Omega} \nabla^s u : C : \nabla^s \eta = \int_{\Gamma_N} f \cdot \eta \quad \forall \eta \in H^1_0(\Omega).
$$

(3.17)

Note that the body forces are neglected for the sake of simplicity. Expression (3.16) corresponds in fact to the compliance of the initial topology of the domain. The difference between the modified topology and the initial topology is typically written, see work [92] and [65], in terms of the polarization tensor $P$, as follows

$$
J(C + (C^+ - C)s(\hat{x})\chi_{B(\hat{x},\varepsilon)}) = P\sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x})|_{B(\hat{x},\varepsilon)} + o(|B(\hat{x},\varepsilon)|)
$$

where $\sigma$ are the stresses, solution of (2.46). In the context of linear elasticity, they are described as $\sigma(u) = C : \nabla^s u$. Thus, by identifying terms, the topological derivative is reduced to

$$
D_TJ(\hat{x}) = P\sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x}).
$$

(3.18)

At this point, it is worth stressing that the polarization tensor has the following properties

$$
x \in \Omega^+ : D_TJ(\hat{x}) = \mathbb{P}\sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x}) \geq 0, \quad \text{(Case A)}
$$

(3.19)

$$
x \in \Omega^- : D_TJ(\hat{x}) = \mathbb{P}\sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x}) \leq 0. \quad \text{(Case B)}
$$

(3.20)

The full expressions of the polarization tensor for both isotropic and anisotropic material are obtained in Chapter 4.

As a summary of the variables and properties described so far, in Table 3.1 we show the initial and modified topology properties, the shape functional increments and the topological derivative for the Case A and B in a compact form.
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#### 3.2.5 Optimality conditions

Once the topological derivatives are described for the volume and compliance and the topological optimization problem is stated, we present the optimality conditions of the topological optimization problem when using topological derivative. Let’s assume that a shape functional $J$ (the compliance or the volume in our case) depends on a material parameter $\alpha$ (the constitutive tensor or density) that takes $\alpha^+$ values on $\Omega^+$ and $\alpha^-$ on $\Omega^-$. Defining an arbitrary direction as

$$\widetilde{\alpha} = \sum_i (\alpha^+ - \alpha^-) s(\hat{x}_i) \chi_B(\hat{x}_i, \epsilon)(x)$$

where $i$ determine an specific hole and $N$ the number of holes, we say, by definition, that $\alpha$ is a local minimizer if, for any direction $\widetilde{\alpha}$ (and for any number of holes $N$), the shape function will always increase, this is

$$J(\alpha + \widetilde{\alpha}) - J(\alpha) \geq 0 \quad \forall \widetilde{\alpha}. \quad (3.22)$$

If $J$ can be expanded asymptotically (the topological derivative exists), the difference of the shape functional is expressed, by definition, as

$$J(\alpha + \widetilde{\alpha}) - J(\alpha) = D_T J(\hat{x})|B(\hat{x}, \epsilon)| + o(|B(\hat{x}, \epsilon)|),$$

Thus, for small enough values $\epsilon$, the necessary optimality conditions are set by imposing positivity on the topological derivative, i.e.,

$$D_T J(\hat{x}) \geq 0 \quad \forall \hat{x}. \quad (3.23)$$

<table>
<thead>
<tr>
<th>Properties before the inclusion</th>
<th>Properties after the inclusion</th>
<th>Volume and compliance increments</th>
<th>Topological derivatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^+, \rho^+, (fu)^+$ and $m^+$</td>
<td>$C^-, \rho^-, (fu)^-$ and $m^-$</td>
<td>$\Delta(fu) \geq 0$ and $\Delta m \leq 0$</td>
<td>$P\sigma(u)(\hat{x}) \cdot \nabla u(\hat{x}) \geq 0$</td>
</tr>
<tr>
<td>$C^-, \rho^-, (fu)^-$ and $m^-$</td>
<td>$C^+, \rho^+, (fu)^+$ and $m^+$</td>
<td>$\Delta(fu) \leq 0$ and $\Delta m \geq 0$</td>
<td>$-(\rho^+ - \rho^-) \leq 0$</td>
</tr>
</tbody>
</table>

Table 3.1: Interpretation of the topological derivative interpretations
Accordingly, the topological optimization algorithm must fulfill condition (3.23). A similar description of the optimality conditions can be found in work [25].

3.3 The Slerp algorithm

The lack of continuous gradient, and consequently, of standard continuous algorithms (steepest descent, Newton...) gave rise to propose, as an alternative, the Slerp algorithm for solving topology optimization problems when using the topological derivative. We recall that it was resourcefully achieved by Amstutz and co-workers in the seminal work [27].

3.3.1 The level-set function

The methodology lies essentially on defining the topology via a continuous function, usually called level-set function. More specifically, the zero level of that function determines the characteristic function and, consequently, the topology. As a main advantage, this method allows obtaining complex and very different topologies by means of a slight continuous change of the level set function, as we can observe in Figure 3.2.

Figure 3.2: Level-set function representation and its relation with the characteristic function (topology) [119]. Slight variations of the level-set function (assuming a small “off-set”) entail large differences on the topology.

More formally, the characteristic function \( \chi \in L^\infty(\Omega, \{0, 1\}) \) is defined on the domain \( \Omega \) usually by the level-set function \( \psi \in C(\Omega, \mathbb{R}) \) as

\[
\chi = 1 - H(\psi) = \begin{cases} 
1 & \psi < 0, \\
0 & \psi > 0.
\end{cases}
\] (3.24)

where \( H(\psi) \) represents the Heaviside function. Note that, owing to this definition, the design variable of the topology optimization problem switches, in practice, from \( \chi \) to \( \psi \).
3.3.2 Optimality condition when using a level-set function

Let’s now relate the level-set function with the optimality condition (3.23). The function \( g(\hat{x}) \) is defined as the scalar function satisfying

\[
D_T J(\hat{x}) = g(\hat{x}) s(\hat{x}).
\]

Hereafter, we will use \( D_T J(\hat{x}) \) or \( g(\hat{x}) \) indistinctly when referring to the topological derivative. Thus, with this definition in mind, the necessary optimality condition (3.23) becomes as follows

\[
\text{if } \hat{x} \in \Omega^+ \Rightarrow g(\hat{x}) \leq 0
\]
\[
\text{if } \hat{x} \in \Omega^- \Rightarrow g(\hat{x}) \geq 0
\]

(3.26)

Consequently, both the level-set function (by definition) and the topological derivative function \( g(\hat{x}) \) (in order to fulfill optimality conditions) satisfies

\[
\begin{align*}
\psi(\hat{x}) \leq 0 & \quad \hat{x} \in \Omega^+ \\
\psi(\hat{x}) \geq 0 & \quad \hat{x} \in \Omega^-
\end{align*}
\]

\[
\begin{align*}
g(\hat{x}) \leq 0 & \quad \hat{x} \in \Omega^+ \\
g(\hat{x}) \geq 0 & \quad \hat{x} \in \Omega^-
\end{align*}
\]

(3.27)

In view of this result, one can set the optimality condition for the level-set function as

\[
\text{sign}(g(\hat{x})) = \text{sign}(\psi(\hat{x})) \quad \forall \hat{x} \in \Omega
\]

(3.28)

Note that, since the topological derivative depends on the topology, and consequently on the level set, the above equation is highly non-linear.

3.3.3 Slerp algorithm for unconstrained optimization problems

From the optimality conditions of the level-set function, one can naturally impose parallelism between the level-set function and the topological derivative at the minimum, that is

\[
\psi(\hat{x}) = \alpha_g g(\hat{x})
\]

(3.29)

where \( \alpha_g > 0 \). Note that this relation fulfills automatically the optimality condition (3.28) for the level-set function. One could think on using equation (3.28) in a fix-point algorithm to get the optimality conditions. However, since \( \alpha_g \) is an arbitrary parameter, the level set function can increase unlimitedly and, consequently, the algorithm may not converge. In order to mitigate such inconvenient, one could fix \( \alpha_g \) such that the level-set function is enforced to have unitary norm. Thus, by taking \( \alpha_g = \frac{1}{\|g(\hat{x})\|} \), equation (3.29) becomes

\[
\psi(\hat{x}) = \frac{g(\hat{x})}{\|g(\hat{x})\|},
\]

(3.30)

This relation satisfies equation (3.28) and can be understood as a fix-point algorithm: given a topology through a level-set function, compute its topological derivative and, by normalizing it, obtain the new level-set function and,
consequently, the new topology. However, this fix point method could be highly aggressive leading to no descent direction during the iterations.

As a remedy, instead of updating the level-set in terms only of the new normalized topological derivative, one could combine it with the previous value of the level set, in such a way that the updated level-set function has unitary norm. This strategy is, in fact, what the slerp algorithm proposes.

The name of slerp arises from the computer graphics community and is shorthand for spherical linear interpolation. Shoemake [106] introduced this concept in the quaternion interpolation context for the propose of animating 3D rotation. In the topological optimization context, the slerp algorithm was proposed by Amstutz in work [27]. Note that in the context of quaternion interpolations, the objects to be interpolated are vectors of dimension four while in the context of topology optimization, the objects to be interpolated are fields defined over the domain.

In general, the slerp algorithm can be understood as the interpolation of two different functions on the unit sphere. In Figure (3.3), we show schematically the relation between the new level set function $\psi_{n+1}$, the actual level-set function $\psi_n$ and the topological derivative $g_n$.

![Figure 3.3: Representation of the slerp algorithm. The updated $\psi_{n+1}$ level-set function is computed by interpolating the actual level-set function $\psi_n$ and the topological derivative $g_n$ on the unit sphere. The topological derivative $g_n$ plays the role of a descent direction on a steepest descent algorithm and the variable $\kappa_n$ plays the role of a line-search parameter.](image)

According to the triangle relation described in Figure (3.3), the following equation must hold

$$\psi_{n+1} = \alpha_n \psi_n + \beta_n \frac{g_n}{\|g_n\|},$$

(3.31)

where the scalar numbers $\alpha_n$ and $\beta_n$ can be computed by imposing the following law of sinus

$$\frac{\beta_n}{\sin(\kappa \theta_n)} = \frac{1}{\sin(\pi - \theta_n)} = \frac{\alpha_n}{\sin((1 - \kappa) \theta_n)}.$$  

(3.32)

Note that this last relation is fulfilled due to the unitary norm of $\psi_{n+1}$, $\psi_n$ and $\frac{g_n}{\|g_n\|}$. In Figure (3.4), we depicted that trigonometric relation.

Thus, the new level set function $\psi_{n+1}$ can be written as a combination of the actual level-set function $\psi_n$ and the topological derivative $g_n$ as follows
Figure 3.4: On the left, the vector relation between the updated $\psi_{n+1}$ level-set function, the actual level-set function $\psi_n$ and topological derivative $g_n$. On the right, the triangular relation that leads to find the scalar values $\alpha_n$ and $\beta_n$.

\[
\psi_{n+1} = \frac{1}{\sin \theta_n}\left[\sin((1 - \kappa_n)\theta_n)\psi_n + \sin(\kappa_n\theta_n)\|g_n\|_{L^2}\right], \quad (3.33)
\]

where $\kappa_n \in [0, 1]$ is a line search-like parameter and $\theta_n$ the angle between $\psi_n$ and $g_n$ which is written as

\[
\theta_n = \acos\left[\frac{(\psi_n, g_n)}{\|\psi_n\|_{L^2} \|g_n\|_{L^2}}\right]. \quad (3.34)
\]

Note that, an alternative way of imposing parallelism between the level-set function and the topological derivative is achieved by requiring zero value of the angle $\theta_n$. In this respect, the stopping criteria of the algorithm can be set by imposing the tolerance $\epsilon_\theta$ as a threshold of the angle $\theta$.

In addition, it is remarkable that, by using the slerp algorithm, the updated level-set function $\psi_{n+1}$ has automatically unit norm. Note that since $\psi(x) \in C(\Omega, \mathbb{R})$, we have chosen the $L^2$ norm for both, the norm and the scalar product of equations (3.33) and (3.34). However, other norms ($H^1$ or $L^\infty$) can be used.

Moreover, the line-search parameter $\kappa_n$ allows controlling the size of the step. Initially, it is usually set to 1 and it is divided by 2 until the new topology provides a smaller cost function. Clearly, if $\kappa_n$ takes unitary values, we recover the aggressive fix-point algorithm proposed in equation (3.30).

Thus, the slerp algorithm is a fix-point algorithm with a line-search parameter that interpolates in the unit sphere the actual level-set with the topological derivative. It is worth mentioning that the slerp algorithm can be seen in the optimization context as a standard steepest descent method with the particularity that the update variable must have unit norm. Consequently, the topological derivative plays the role of the gradient in the topology optimization problem, hence its importance. Although, in this work, an exhaustive numerical analysis has not been considered (see [15] for this purpose), one can expect linear convergence of the algorithm.
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3.3.4 Slerp algorithm combined with an augmented Lagrangian scheme for constrained optimization problems

So far, we have described the slerp algorithm for unconstrained topology optimization problem. However, most of the applications require fulfilling some constraints. In this sub-section we present how to deal with the case of a volume constraint. To the author’s knowledge, there is no a vast amount of algorithms to deal with constrained topology optimization problems when using topological derivative. The lack of continuous gradient undermine the possibility of using standard continuous optimization algorithms. However, the augmented Lagrangian algorithm is exempt of such limitation since it uncouples the update of the design variables (the topology in our case) and the update of the Lagrange multipliers [91]. Thus, in view of this property, the slerp algorithm can be combined with an augmented Lagrangian scheme in constrained topology optimization problems. The reader is referred to works [69], [37] and [55] for further information.

Equality constraints Considering the level-set function as the design variable, the topology optimization problem with volume constraint (2.43) may be expressed as

\[
\text{minimize}_{\psi} \quad \mathcal{J}(\chi(\psi)) \\
\text{subjected to:} \quad c(\psi) = \int_{\Omega} \chi(\psi) - V = 0.
\]

(3.35)

According to the reference book [91], and following the works [55, 58, 66], the augmented Lagrangian scheme for equality constraints proposes to solve the minimization problem (3.35) by introducing the following saddle point problem

\[
\max_{\lambda} \min_{\psi} \mathcal{L}(\psi, \lambda) = \mathcal{J}(\chi(\psi)) + \lambda c(\psi) + \frac{1}{2} \rho c(\psi)^2
\]

(3.36)

where \( \mathcal{L}(\psi, \lambda) \) is the Lagrangian functional, \( \lambda \) is the Lagrange multiplier and \( \rho \) the penalty parameter. The augmented Lagrangian scheme is based upon solving the primal-dual problem sequentially with the particularity that an extra term is added in order to convexify the problem [91]. The algorithm considers first, a single (or multiple) \( \psi \) iteration for minimizing the cost function and then a single \( \lambda \) iteration as

\[
\lambda_{n+1} = \lambda_n + \rho c(\psi_n)
\]

(3.37)

for maximizing the cost function, i.e., an Usawa-like scheme [116]. Certainly, the augmented Lagrangian scheme has an impact in the slerp algorithm. On the one hand, the cost function is replaced by the Lagrangian functional when determining the line-search parameter \( \kappa \). On the other hand, the topological derivative of the Lagrangian functional must be computed by considering an extended topological derivative \( \hat{g}(x) \) as

\[
\hat{g}(x) = g(x) + \lambda + \rho c(\psi)
\]

(3.38)
where \( g(x) \) stands for the topological derivative of the cost function \( J(\chi(\psi)) \). Note that, the topological derivative of the volume constraint is equal to 1 and has been consequently omitted. Hereafter, for simplicity, the extended topological derivative \( \hat{g}(x) \) is also called topological derivative.

**Inequality constraints**  The augmented Lagrangian scheme can be extended to minimization problems with inequality constraints. The main idea consists in retrieving the minimization problem with equality constraints by adding an extra variable \( z \), often termed slack variable, to the minimization problem with inequality constraints. In mathematical terms, it reads as

\[
\begin{aligned}
\min_{\psi, z} \quad & J(\psi) \\
\text{s. t.} \quad & c(\psi) \leq 0
\end{aligned}
\]

\[
\Rightarrow 
\begin{aligned}
\min_{\psi, z} \quad & J(\psi) \\
\text{s. t.} \quad & h(\psi, z) = c(\psi) + z^2 = 0
\end{aligned}
\]  

(3.39)

where the constraint function \( h(\psi, z) \) has been defined. Then, following the augmented Lagrangian scheme for equality constraints, the augmented Lagrangian \( L(\lambda, \psi, z) \) is defined and the following saddle-point problem

\[
\max_{\lambda} \min_{\psi, z} \min_{\lambda} L(\lambda, \psi, z) = J(\psi) + \lambda h(\psi, z) + \frac{1}{2} \rho h(\psi, z)^2
\]

(3.40)

must be solved. The procedure consists in imposing one of the KKT conditions to isolate the slack variable \( z^*(\psi, \lambda) \) in terms of the design variable \( \psi \) and the Lagrange multiplier \( \lambda \), and then inserting its expression in the augmented Lagrangian \( L(\lambda, \psi) = L(\lambda, \psi, z^*(\psi, \lambda)) \). For this purpose, we enforce that the partial derivative of the Lagrangian functional with respect to the slack variable must be canceled. This is,

\[
\frac{\partial L}{\partial z} = (\lambda + \rho h) \frac{\partial h}{\partial z} = (\lambda + \rho c(\psi) + \rho z^2) 2z = 0.
\]

(3.41)

The two possible solution of the above equation are written as

\[
z_1^2 = 0 \quad \text{and} \quad z_2^2 = \left( -\frac{\lambda}{\rho} + c(\psi) \right).
\]

(3.42)

In order to determine the solution that leads to a smaller augmented Lagrangian value, we first insert \( z_1^2 \) and \( z_2^2 \) into the definition of the constraint function \( h(\psi, z) \) as follows

\[
h(\psi, z_1) = c(\psi) \quad \text{and} \quad h(\psi, z_2) = \frac{\lambda}{\rho}
\]

(3.43)

and then to the Lagrangian functional as

\[
\mathcal{L}(\lambda, \psi, z_1) = J(\psi) + \lambda c(\psi) + \frac{1}{2} \rho c(\psi)
\]

(3.44)

\[
\mathcal{L}(\lambda, \psi, z_2) = J(\psi) - \frac{1}{2} \frac{\lambda^2}{\rho}
\]

(3.45)

Comparing both Lagrangian functionals
\[ \mathcal{L}(\lambda, \psi, z_2) - \mathcal{L}(\lambda, \psi, z_1) = -\frac{1}{2} \frac{\lambda^2}{\rho} - \lambda c(\psi) - \frac{1}{2} \rho c(\psi)^2 \]

\[ = -\frac{1}{2} \frac{\lambda^2}{\rho} (\lambda + \rho c(\psi))^2 < 0 \] (3.46)

we obtain that \( z_2 \) solution always provide a smaller value of the Lagrangian functional. Thus, the optimal slack variable \( z^* \) takes always \( z_2 \) value, provided of course that \( z_2 \) exists, this is when \( z_2^2 = -(\frac{\lambda}{\rho} + c(\psi)) \geq 0 \). Otherwise, the optimal slack variable \( z^* \) takes the other solution \( z_1 \). Therefore, it is useful to write the square of the optimal slack variable as

\[ (z^*)^2 = \begin{cases} 
  z_1^2 & c(\psi) > -\frac{\lambda}{\rho} \\
  z_2^2 & c(\psi) < -\frac{\lambda}{\rho}
\end{cases} \] (3.47)

or, more compactly, as

\[ (z^*)^2 = \max(0, -\frac{\lambda}{\rho} - c(\psi)). \] (3.48)

By inserting this last result in the constraint function \( h(\psi, z) \), we obtain

\[ h(\psi, z^*) = c(\psi) + (z^*)^2 = \max(c(\psi), -\frac{\lambda}{\rho}) = r(\psi, \lambda) \] (3.49)

where we have conveniently defined the \( r(\psi, \lambda) \) constraint. Note that the problem no longer depends on the slack variable appears. Thus, the saddle-point problem for solving minimization problem with inequality constraints becomes

\[ \max_{\lambda} \min_{\psi} \mathcal{L}(\lambda, \psi) = \mathcal{J}(\psi) + \lambda r(\psi, \lambda) + \frac{1}{2} \rho r(\psi, \lambda)^2 \] (3.50)

which represents a standard saddle-point problem for solving minimization problem with equality constraints (see equation (3.36)) with the particularity that the constraint \( r(\psi, \lambda) \) depends explicitly on the Lagrange multiplier \( \lambda \). At this point, it is convenient to examine if problem (3.50) can be treated as a standard minimization problem with equality constraints. For this purpose, the KKT

\[ \begin{cases} 
  \frac{\partial \mathcal{L}}{\partial \psi} = \frac{\partial \mathcal{J}}{\partial \psi} + (\lambda + \rho r) \frac{\partial r}{\partial \psi} = 0 \\
  \frac{\partial \mathcal{L}}{\partial \lambda} = r + (\lambda + \rho r) \frac{\partial r}{\partial \lambda} = 0
\end{cases} \] (3.51)

are first imposed with slight abuse of notation. The \( \frac{\partial r}{\partial \psi} \) is not strictly imposed on the topology optimization problem when using topological derivative. Instead, the optimality conditions (3.23) are considered. In any case, from equation (3.49) the \( \frac{\partial r}{\partial \lambda} \) and \( \frac{\partial r}{\partial \psi} \) terms are determined as follows

\[ \frac{\partial r}{\partial \lambda} = \begin{cases} 
  0 & c(\psi) > -\frac{\lambda}{\rho} \\
  -\frac{1}{\rho} & c(\psi) < -\frac{\lambda}{\rho}
\end{cases} \]

and

\[ \frac{\partial r}{\partial \psi} = \begin{cases} 
  \frac{\partial c}{\partial \psi} & c(\psi) > -\frac{\lambda}{\rho} \\
  0 & c(\psi) < -\frac{\lambda}{\rho}
\end{cases} \] (3.52)
In addition, it can be shown that
\[
\lambda + r = \begin{cases} 
\lambda + r & c(\psi) < -\frac{\lambda}{\rho} \\
0 & c(\psi) > -\frac{\lambda}{\rho}
\end{cases}
\]  (3.53)

and, consequently, the product between these last two equations leads to the following result
\[
(\lambda + r) \frac{\partial r}{\partial \lambda} = 0 \quad \text{and} \quad (\lambda + r) \frac{\partial r}{\partial \psi} = \begin{cases} 
(\lambda + r) \frac{\partial c}{\partial \psi} & c(\psi) > -\frac{\lambda}{\rho}, \\
0 & c(\psi) < -\frac{\lambda}{\rho}.
\end{cases}
\]  (3.54)

Thus, the KKT condition of the augmented Lagrangian with inequality constraint becomes
\[
\begin{align*}
\frac{\partial c}{\partial \psi} &= \frac{\partial \mathcal{J}}{\partial \psi} + (\lambda + r) \frac{\partial c}{\partial \psi} = 0 \\
\frac{\partial c}{\partial \lambda} &= r = 0
\end{align*}
\]  (3.55)

which coincide with the KKT condition of the augmented Lagrangian with equality constraint when the the constraint \(c(\psi_n)\) is replaced by the constraint \(r(\psi_n, \lambda_n)\). This is,
\[
c(\psi_n) = 0 \implies r(\psi_n, \lambda_n) = \max(c(\psi_n), -\frac{\lambda_n}{\rho}) = 0
\]  (3.56)

This last consideration extends the augmented Lagrangian scheme with equality constraint neatly to the inequality-constrained case. Thus, the Lagrange multiplier is updated in the same manner, i.e.,
\[
\lambda_{n+1} = \lambda_n + r(\psi_n, \lambda_n)
\]  (3.57)

or, more explicitly,
\[
\lambda_{n+1} = \max(\lambda_n + \rho c(\psi_n), 0).
\]

It is worth stressing that this last equation shows how the augmented Lagrangian cancels the Lagrange multiplier when the inequality is not active. Likewise, the extended topological derivative \(\hat{g}(x)\) is defined in the same manner of equation (3.38), i.e.,
\[
\hat{g}(x) = g(x) + (\lambda + r) \frac{\partial r}{\partial \psi}
\]  (3.58)

As an advantage, this scheme allows using the same implementation for both cases: equalities or inequalities; by means of exchanging the constraint \(c(\psi_n)\) with the constraint \(r(\psi_n, \lambda_n)\). For further information, the reader is referred to the reference book [91] for a rigorous description and work [66] for applying to topological optimization problem.
Penalty value and algorithm  It is worth mentioning that giving an adequate value to the penalty variable is not an easy task. In the reference book \cite{91}, it is suggested increasing the penalty during the iterations (when the constraint is not tightened enough). Similarly, in work \cite{8}, it is proposed to increase the penalty every five iterations. However, our experience shows us that the penalty cannot increase unlimitedly. A very small value of the penalty will make the problem converge very slowly but if, on the contrary, is very high the solution oscillates with the risk of non-convergence. So, as it was mentioned before, the appropriate value of this parameter will depend on the problem and on the sensibility of the cost when varying the constraint. The numerical experiments, further presented, suggest to normalize the cost function and take a small value of the penalty.

A detailed scheme of the Augmented Lagrangian Slepe algorithm is presented in Algorithm 3.1

\begin{algorithm}
\caption{Augmented Lagrangian Slepe algorithm. The Lagrange multiplier is updated in every topology iteration, i.e., Usawa-like scheme is used.}
\begin{algorithmic}
\STATE 1: \textbf{Init:} choose initial values of $\psi_0$, $\theta_{\text{min}}$, tol, $\kappa_{\text{min}}$, $\lambda_0$ and $\rho$
\STATE 2: Compute $\sigma_0$ and $u_0$ from (2.46).
\STATE 3: Compute $r_0$ from (3.56) with $c_0$ from (3.10).
\STATE 4: Compute $\tilde{g}_0$ from (3.58) with $g$ computed from (3.18).
\WHILE{$\theta_n \geq \theta_{\text{min}}$ or $r_n \geq \text{tol}$}
\STATE 5: Set $\kappa = 1$, $k = 1$, $L_k = L_n$, $\theta_k = \theta_n$.
\WHILE{$L_k \geq L_n$ (line search)}
\STATE 6: Update $\psi_k$ from (3.33) with $\kappa$, $\theta_k$ and $\tilde{g}_n$, and update $\chi_k$ from (3.24).
\STATE 7: Compute $\sigma_k$ and $u_k$ from (2.46).
\STATE 8: Compute $L_k$ from (3.50), with $J_k$ from (3.16) and set $\kappa = \kappa/2$ and $k = k + 1$.
\STATE 9: Set $\sigma_{n+1} = \sigma_k$, $u_{n+1} = u_k$, $L_{n+1} = L_k$, $\psi_{n+1} = \psi_k$.
\STATE 10: Compute $\theta_{n+1}$ from (3.34).
\STATE 11: Compute $r_{n+1}$ from (3.56) with $r_0$ from (3.10).
\STATE 12: Update $\lambda_{n+1}$ from (3.57).
\STATE 13: Compute $\tilde{g}_{n+1}$ from (3.58) with $g$ computed from (3.18) and set $n = n + 1$.
\end{algorithmic}
\end{algorithm}

3.4 Treatment of the interface

The stresses $\sigma_{n+1}$ and the topological derivative $g_{n+1}$ deserve special attention when dealing with the interface elements. In this section, we analyze an specific treatment of the interface elements in a bi-material elastic problem. Note that, although in topology optimization the aim is where to nucleate holes and where to leave material, in practice, the aim is how to distribute two materials, provided that the weak material takes significant lower stiff (usually $\sim 10^{-3}$ times less).
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3.4.1 Bi-material elastic problem

We proceed to examine how to deal with the bi-material problem, from the continuous and discrete point of view, and how the different treatments of the interface affect the cost and the topological derivative.

Formulation In the bi-material problem, the domain $\Omega$ is first divided in two parts, one sub-domain with a strong material $C^+$ and the other sub-domain with a weak material $C^-$. Then, the classical form of the elastic problem (without considering, for simplicity, the body forces) is written as

$$\begin{cases} \nabla \cdot (C : \nabla u) = 0 & \text{in } \Omega, \\ (C : \nabla u) \cdot n = t & \text{on } \partial \Omega_D \\ u = \bar{u} & \text{on } \partial \Omega_N. \end{cases} \quad (3.59)$$

and by multiplying times the test function $v$ and integrating by parts, we obtain the weak form of the bi-material elastic problem as

$$\int_{\Omega^+} \nabla^s v : C^+ : \nabla^s u + \int_{\Omega^-} \nabla^s v : C^- : \nabla^s u = \int_{\partial \Omega_N} v \cdot (\bar{f} \cdot n) \quad \forall v \in H^1_0(\Omega) \quad (3.60)$$

where the domain $\Omega$ has been split into $\Omega^+$ and $\Omega^-$. Let’s consider a Finite Element discretization of equation (3.60). The domain $\Omega$ is equipped with a conforming, triangular mesh $\mathcal{T}$ composed of $K$ triangles $T_k$, $k = 1, ..., K$, and $J$ vertices $p_j$, $j = 1, ..., J$. Recalling the classical Finite element spaces, $V_1 \subset H^1_0(\Omega)$ is the finite-dimensional space of Lagrange $P_1$ Finite Element functions, i.e. of affine functions in restriction to each triangle $T_k \in \mathcal{T}$. A basis of $V_1$ is composed of the functions $N_j$, $j = 1, ..., J$, where $N_j$ is the unique element in $V_1$ such that $N_j(p_j) = 1$ if $j = j'$ and 0 otherwise. We take advantage of defining $V_0 \subset L^2(D)$ as the finite-dimensional space of Lagrange $P_0$ Finite Element functions on $\mathcal{T}$, i.e. of constant functions in restriction to each triangle $T_k \in \mathcal{T}$. A basis of $V_0$ is composed of the functions $N_k$, $k = 1, ..., K$, where $N_k \equiv 1$ on $T_k$ and $N_k \equiv 0$ on $T_{k'}$, $k \neq k'$.

Thus, defining $h$ as the diameter of the triangles $T_k$, the discretized displacement $u_h \in V_1 \subset C(\Omega) \subset H^1_0(\Omega)$ is the unique solution of the discretized weak form

$$\sum_{k=1}^K \int_{T_k} \nabla^s v_h : C : \nabla^s u_h = \sum_{k=1}^K \int_{\partial T_k} v_h \cdot (\bar{f} \cdot n) \quad \forall v_h \in V_1. \quad (3.61)$$

Let’s split the domain into three different sub-groups: the elements $T_k^+$ (endowed with $C^+$ constitutive tensor), the elements $T_k^-$ (endowed with $C^-$ constitutive tensor), and the elements intersecting the interface $T_k^I$ that share both materials and are, for the time, denoted by the interface constitutive tensor $C^I$. The different possible definitions of that interface constitutive tensor $C^I$ are further described and represents the main ingredient of the bi-material elastic problems. Bearing this in mind, we can define the regularized constitutive tensor $\widetilde{C}$ as
\[ \tilde{C} = \begin{cases} C^+ & \text{in } T^+_k \\ C^- & \text{in } T^-_k \\ C^\Gamma & \text{in } T^\Gamma_k \end{cases}. \quad (3.62) \]

Consequently, the weak form equation (3.60), is re-written, after discretization, as

\[
\sum_{k=1}^{K^+} \int_{T^+_k} \nabla^su_h : C^+ : \nabla^su_h + \sum_{k=1}^{K^-} \int_{T^-_k} \nabla^su_h : C^- : \nabla^su_h + \\
+ \sum_{k=1}^{K^\Gamma} \int_{T^\Gamma_k} \nabla^su_h : C^\Gamma : \nabla^su_h = \sum_{k=1}^{K} \int_{\partial T_k} v_h \cdot (\tilde{t} \cdot n) \quad \forall v_h \in V_1. \quad (3.63) \]

The right side of the above equation has not been split into the elements because no it does not depend on the constitutive tensor.

Undoubtedly, the main difficulty of equation (3.63) relies on how to deal with the interface elements \( T^\Gamma_k \). Since we use \( P_1 \) Finite Element, the strains \( \nabla^s u \) are element-wise constant and, consequently, the integration of the last term of the left hand side of (3.63) requires the value of \( C^\Gamma \) on the Gauss points \( x_g \) of the interface elements \( T_k \), in terms of material \( C^+ \) and \( C^- \). From definition (2.48), the regularized constitutive tensor on the interface \( C^\Gamma \) is expressed in terms of the characteristic function as

\[ C^\Gamma = \chi(x_g)C^+ + (1 - \chi(x_g))C^- . \quad (3.64) \]

In view of equation (3.64), the description of the interface is based on the treatment of the characteristic function \( \chi \) in the Gauss Points of the interface elements and, in turn, on the treatment of the level-set function \( \psi \). The characteristic function evaluated on the Gauss Points of the interface elements is, hereafter, termed as \( \tilde{\chi} = \chi(x_g) \). For this purpose, two different approaches are commonly used in topology optimization when using topological derivative [21, 27]: the In or Out approach and the \( P1\)-projection approach.

**In or Out approach**

The **In or Out approach** is based on taking the characteristic function on the interface \( \tilde{\chi}_{io} \) in terms of the level-set function evaluated on the Gauss point \( x_g \). This is,

\[
\tilde{\chi}_{io} = 1 - H(\psi(x_g)) = \begin{cases} 1 & \psi(x_g) < 0 \\ 0 & \psi(x_g) > 0 \end{cases} \quad (3.65) \]

Note that, in this case, the characteristic function on the Gauss point takes binary values, i.e.,

\[ \tilde{\chi}_{io} \in \{0, 1\} . \quad (3.66) \]

Consequently, the constitutive tensor is restricted to \( C^+ \) and \( C^- \), i.e., it belongs to

\[ C^\Gamma_{io} \in \{C^+, C^-\} \quad (3.67) \]
and, in terms of the level-set function, is written as

$$ C_{io}^{\Gamma} = \begin{cases} \mathbb{C}^+ & \psi(x_g) < 0 \\ \mathbb{C}^- & \psi(x_g) > 0 \end{cases} \quad (3.68) $$

### P1-projection approach

Alternatively, a $P_1$-projection approach can be considered. It consists on projecting the characteristic function from $L^\infty(\Omega, \{0, 1\})$ to the smaller finite-dimensional space $V_1 \subseteq L^\infty(\Omega, \{0, 1\})$, composed by the $P_1$ Finite Element functions $N^1_i$. In mathematical terms, the $P_1$-projection reads as

$$ \chi \in L^\infty(\Omega, \{0, 1\}) \Rightarrow \chi = \sum N^1_i \chi_i \in V_1 \subseteq L^\infty(\Omega, \{0, 1\}) \quad (3.69) $$

where the values on the nodes $\chi_i$ are determined from the nodal level-set values $\psi_i$, i.e.,

$$ \chi_i = 1 - H(\psi_i). \quad (3.70) $$

Thus, since we are dealing with $P_1$ Finite Element functions, the value of the characteristic function on the Gauss point $\tilde{\chi}_p$ is reduced to

$$ \tilde{\chi}_p = \frac{1}{3} [\chi_1 + \chi_2 + \chi_3] \quad (3.71) $$

where $\chi_1$, $\chi_2$ and $\chi_3$ are the values of the characteristic function on the nodes 1, 2 and 3 of the element $T^\Gamma_k$. In the following, depending on the values of the level-set function, we examine the four different cases that may appear. Without loose of generality, we order the nodal values of the level-set function as follows: $\psi(x_3) \geq \psi(x_2) \geq \psi(x_1)$ where $x_1$, $x_2$ and $x_3$ are the position of the the nodes 1, 2 and 3.

**Case A:** $0 \geq \psi(x_3) \geq \psi(x_2) \geq \psi(x_1)$. All the values of the level-set function are negative and consequently all the values of the characteristic function are equal to 1, including the value on the Gauss point. This is,

$$ \chi_1 = \chi_2 = \chi_3 = 1 \Rightarrow \tilde{\chi}_p = 1. \quad (3.72) $$

In fact, in this case, the element $T^\Gamma_k$ is not considered an interface element.

**Case B:** $\psi(x_3) \geq 0 \geq \psi(x_2) \geq \psi(x_1)$. The value of the level-set function in the node 3 is taken as positive whereas the nodes 1 and 2 remain negative. In this case, the value on the Gauss point becomes

$$ \chi_1 = \chi_2 = 1 \quad \text{and} \quad \chi_3 = 0 \Rightarrow \tilde{\chi}_p = \frac{2}{3}. \quad (3.73) $$

**Case C:** $\psi(x_3) \geq \psi(x_2) \geq 0 \geq \psi(x_1)$. Similarly to Case B, the value of the level-set function in the nodes 3 and 2 are taken as positive whereas the node 1 remains negative. In this case, the value on the Gauss point becomes

$$ \chi_1 = 1 \quad \text{and} \quad \chi_2 = \chi_3 = 0 \Rightarrow \tilde{\chi}_p = \frac{1}{3}. \quad (3.74) $$
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**Case D:** \( \psi(x_3) \geq \psi(x_2) \geq \psi(x_1) \geq 0 \). Similarly to Case A, the values of the level-set function in the nodes 1, 2, and 3 are taken as negative. In this case, the value on the Gauss point becomes

\[
\chi_1 = \chi_2 = \chi_3 = 0 \quad \Rightarrow \quad \tilde{\chi}_p = 0.
\] (3.75)

In this case, the element \( T_k^\Gamma \) is also not considered an interface element.

Note that, although the characteristic function has been regularized in all these cases projecting to \( V_1 \), in practice, it can only takes the following four values

\[
\tilde{\chi}_p \in \{0, \frac{1}{3}, \frac{2}{3}, 1\}
\] (3.76)

and consequently, according to equation (3.64), the constitutive tensor on the interface \( C_p^\Gamma \) is restricted to

\[
C_p^\Gamma \in \{C^+, \frac{2}{3}C^+ + \frac{1}{3}C^-, \frac{1}{3}C^+, \frac{2}{3}C^-, C^-\}.
\] (3.77)

3.4.2 Mixed formulation approach

The main objective is to propose a formulation in which the interface constitutive tensor \( C^\Gamma \) can change continuously when evolving the interface.

**Formulation** The mixed formulation proposes to write both the equilibrium equation and the constitutive law separately in the weak form. Namely, find \( u \in H^1_0(\Omega^\Gamma) \) and \( \sigma \in L^2(\Omega^\Gamma) \) such that

\[
\int_\Omega \nu(\nabla \cdot \sigma) = 0 \quad \forall \nu \in H^1_0(\Omega^\Gamma)
\]

\[
\int_\Omega \mu(\sigma - C : \nabla^s u) = 0 \quad \forall \mu \in L^2(\Omega^\Gamma)
\] (3.78)

where \( C_{ij} \in L^\infty(\Omega^\Gamma) \) are the components of constitutive tensor and the body forces have been neglected for simplicity. The test functions \( v \) are taken in \( V_1 \subset L^2(\Omega^\Gamma) \) and the test functions \( \mu \) are taken in \( V_0 \subset L^2(\Omega^\Gamma) \). Let’s recall that the finite-dimensional space \( V_0 \) and \( V_1 \) are composed by the \( P_0 \) and \( P_1 \) Finite Element functions \( N^0 \) and \( N^1 \). Regarding the unknowns \( u \) and \( \sigma \), the displacements \( u \) are discretized in \( P_1 \) Finite Element functions as \( u = u_j N_j^1 \) and consequently the strains \( \varepsilon = \nabla^s u \) can be expressed as \( P_0 \) Finite Element functions \( \varepsilon = \varepsilon_h N_h^0 \). However, the stresses \( \sigma \in L^2(\Omega^\Gamma) \) are directly expressed in \( P_0 \) Finite Element functions as \( \sigma = \sigma_h N_h^0 \).

Thus, in the interface elements \( T_k^\Gamma \), the second equation of (3.78) becomes

\[
\int_{T_k^\Gamma} N^0_h N^0_k \sigma_k = \int_{T_k^\Gamma} N^0_h (C : \varepsilon_h) N^0_k.
\] (3.79)

Let’s denote \( \Omega_k^\Gamma \) the volume of each interface triangular element \( T_k^\Gamma \) and \( \Omega_k^+ \) and \( \Omega_k^- \) the subdivisions with strong and weak material obtained when the level-set function cuts the element, see Figure 3.5.

Since the \( P_0 \) Finite Element function \( N_h^0 \) takes, by definition, unitary values on \( T_k^\Gamma \), the above expression yields
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Figure 3.5: The volume $\Omega_\Gamma$ of the interface triangular element $T^\Gamma_k$ is divided into the sub-domains $\Omega^+_{\Gamma}$ and $\Omega^-_{\Gamma}$ with material properties $C^+$ and $C^-$ respectively.

$$\Omega_\Gamma \varepsilon_k = \left( \Omega^+_{\Gamma} C^+ + \Omega^-_{\Gamma} C^- \right) : \varepsilon_k$$

(3.80)

where it has been considered that the domain $\Omega_\Gamma$ is split into $\Omega^+_{\Gamma}$ and $\Omega^-_{\Gamma}$. Isolating the stresses from equation (3.80), the elementary constitutive law reads as

$$\sigma_k = \left( \frac{\Omega^+_{\Gamma}}{\Omega_\Gamma} C^+ + \frac{\Omega^-_{\Gamma}}{\Omega_\Gamma} C^- \right) : \varepsilon_k.$$ (3.81)

Consequently, we can naturally define, in the mixed formulation approach, the constitutive tensor of an interface element as

$$C^\Gamma_m = \frac{\Omega^+_{\Gamma}}{\Omega_\Gamma} C^+ + \frac{\Omega^-_{\Gamma}}{\Omega_\Gamma} C^-.$$ (3.82)

Note that in the rest of elements $T^+_k$ and $T^-_k$, the standard relation between stresses and strains are retrieved.

**Regularized characteristic function definition** Then, we define the regularized characteristic function as the volume fraction of the strong material, i.e.

$$\tilde{\chi}_m = \frac{\Omega^+_{\Gamma}}{\Omega_\Gamma} \in [0, 1].$$ (3.83)

where the value of $\frac{\Omega^+_{\Gamma}}{\Omega_\Gamma}$ will be determined by the zero level-set function. As a consequence of definition (3.83), we can identify the constitutive tensor of the fictitious material defined in equation (3.82) as

$$C^\Gamma_m = \tilde{\chi}_m C^+ + (1 - \tilde{\chi}_m) C^-.$$ (3.84)

**Regularized characteristic function computation** Following the description of the $P_1$-projection, we again recognize, in the mixed formulation approach, the following four different cases for computing the regularized characteristic function:

**Case A:** $0 \geq \psi(x_3) \geq \psi(x_2) \geq \psi(x_1)$. Same as the $P_1$ projection approach. This is

$$\chi_1 = \chi_2 = \chi_3 = 1 \quad \Rightarrow \tilde{\chi}_m = 1.$$ (3.85)

In this case, the element $T^\Gamma_k$ is not considered an interface element.
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Figure 3.6: Representation of a material discontinuity when using a level-set $\psi$ described by $P_1$ Finite Element functions. The level-set $\psi$ cuts the triangle in the nodes $x_{13}$ and $x_{23}$ in Case B and in the nodes $x_{31}$ and $x_{21}$ in Case C.

**Case B:** $\psi(x_3) \geq 0 \geq \psi(x_2) \geq \psi(x_1)$. We start by computing the position of the cutting points $x_{13}$ and $x_{23}$ of the zero level-set function on the edges 13 and 12 (see Figure 3.6).

Since the level-set function is also defined in $\psi \in V_1$, restricted to the edges become a standard 1D linear shape functions. It means that the level-set function over the edge 13 can be written as

$$\psi_{13}(x) = N_{13}(x)\psi(x_1) + N_{31}(x)\psi(x_3)$$  \hspace{1cm} (3.86)

where the linear shape functions $N_{13}(x)$ and $N_{31}(x)$ are defined as

$$N_{13}(x) = \frac{x_3 - x}{x_3 - x_1} \quad \text{and} \quad N_{31}(x) = \frac{x - x_1}{x_3 - x_1}. \hspace{1cm} (3.87)$$

The cutting point $x_{13}$ is, by definition, the point in which the level-set function is zero and, consequently, from equation (3.86), it becomes

$$\psi(x_{13}) = 0 \Rightarrow x_{13} = \frac{\psi(x_1)}{\psi(x_1) - \psi(x_3)} x_3 + \frac{\psi(x_3)}{\psi(x_3) - \psi(x_1)} x_1. \hspace{1cm} (3.88)$$

Thus, the vector $x_{13} - x_3$ can be written as

$$x_{13} - x_3 = \frac{\psi(x_3)}{\psi(x_3) - \psi(x_1)} (x_1 - x_3). \hspace{1cm} (3.89)$$

Similarly, the vector $x_{23} - x_3$ can be written as

$$x_{23} - x_3 = \frac{\psi(x_3)}{\psi(x_3) - \psi(x_2)} (x_2 - x_3). \hspace{1cm} (3.90)$$

The weighted values $\omega_{13}$ and $\omega_{23}$ are conveniently defined as

$$\omega_{13} = \frac{\psi(x_3)}{\psi(x_3) - \psi(x_1)} \quad \text{and} \quad \omega_{23} = \frac{\psi(x_3)}{\psi(x_3) - \psi(x_2)}. \hspace{1cm} (3.91)$$

Then, taking advantage of the cross product, the fraction volume of the weak part can be computed as

$$\frac{\Omega^-}{\Omega^+} = \frac{1}{2} \left| \frac{1}{2} [(x_{13} - x_3) \times (x_{23} - x_3)] \right|$$  \hspace{1cm} (3.92)
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and after introducing equation \( \frac{3.89}{3.90} \) and \( 3.91 \) yields

\[
\frac{\Omega^-}{\Omega^\Gamma} = \frac{\frac{1}{2} \omega_{13} \omega_{23} |(x_1 - x_3) \times (x_2 - x_3)|}{\frac{1}{2} |(x_1 - x_3) \times (x_2 - x_3)|} = \omega_{13} \omega_{23}
\] (3.93)

and, consequently, the fraction volume of the strong part results in

\[
\frac{\Omega^+}{\Omega^\Gamma} = 1 - \omega_{13} \omega_{23}.
\] (3.94)

Thus, we end up with the expression of the regularized characteristic function of the mixed formulation in terms of the level-set function as

\[
\tilde{\chi}_m = 1 - \frac{\psi(x_3)}{\psi(x_3) - \psi(x_1) \psi(x_3) - \psi(x_2)}.
\] (3.95)

**Case C:** \( \psi(x_3) \geq \psi(x_2) \geq 0 \geq \psi(x_1) \). In this case, we compute the regularized characteristic function in the same manner of Case B, only by exchanging node 3 by node 1 and the fraction volume of the strong material by the fraction volume of the weak material (see Figure \[3.6\]). For this purpose, we can define conveniently the weights \( \omega_{21} \) and \( \omega_{31} \) as

\[
\omega_{21} = \frac{\psi(x_1)}{\psi(x_1) - \psi(x_2)} \quad \text{and} \quad \omega_{31} = \frac{\psi(x_1)}{\psi(x_1) - \psi(x_3)}.
\] (3.96)

and the fraction volume of the strong part as

\[
\frac{\Omega^+}{\Omega^\Gamma} = \omega_{21} \omega_{31}.
\] (3.97)

Thus, in this case the regularized characteristic function of the mixed formulation in terms of the level-set function becomes

\[
\tilde{\chi}_m = \frac{\psi(x_1)}{\psi(x_1) - \psi(x_2) \psi(x_1) - \psi(x_3)}.
\] (3.98)

**Case D:** \( \psi(x_3) \geq \psi(x_2) \geq \psi(x_1) \geq 0 \) Same as the \( P_1 \)-projection approach. The characteristic function takes zero value on the three nodes, i.e.,

\[
\chi_1 = \chi_2 = \chi_3 = 0 \quad \Rightarrow \tilde{\chi}_m = 0.
\] (3.99)

In this case, the element \( T_k^\Gamma \) is not considered an interface element.

**Comparison with other approaches** In comparison with other approaches (In or Out or \( P_1 \)-projection approach), the characteristic function on the interface \( \tilde{\chi}_m \) in the mixed formulation approach evolves continuously when moving the level-set function. Thus, the characteristic function is now defined in

\[
\tilde{\chi}_m \in [0, 1]
\] (3.100)
and, in trust, the constitutive tensor in the interface can also vary continuously from \( C^- \) to \( C^+ \), i.e.,

\[
C_m^\Gamma \in [C^-, C^+].
\]  

(3.101)

In Table 3.2, we summarize and compare the treatment of the interface in terms of the characteristic function and constitutive tensor by the In or Out approach, \( P_1 \)-projection approach and the Mixed formulation approach.

<table>
<thead>
<tr>
<th>Case ( A )</th>
<th>In or Out</th>
<th>( P_1 )-projection</th>
<th>Mixed formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 \geq \psi(x) \geq \psi(y) \geq \psi(z) )</td>
<td>( \bar{x}_m = 1 )</td>
<td>( \bar{x}_p = 1 )</td>
<td>( \bar{x}_m = 1 )</td>
</tr>
<tr>
<td>( \psi(x) \geq 0 \geq \psi(y) \geq \psi(z) )</td>
<td>( \bar{x}_m = 0 )</td>
<td>( \bar{x}_p = 0 )</td>
<td>( \bar{x}_m = 0 )</td>
</tr>
<tr>
<td>( \psi(x) \geq \psi(y) \geq 0 \geq \psi(z) )</td>
<td>( \bar{x}_m \in [0, 1] )</td>
<td>( \bar{x}_p = { 0, 1 } )</td>
<td>( \bar{x}_m \in [0, 1] )</td>
</tr>
<tr>
<td>( C^\Gamma ) domain</td>
<td>( C_m^\Gamma \in { C^-, C^+ } )</td>
<td>( C^\Gamma \in { C^+, \frac{C^+}{2} C^- + \frac{1}{2} C^- } )</td>
<td>( C_m^\Gamma \in [C^-, C^+] )</td>
</tr>
</tbody>
</table>

Table 3.2: Summary of the different approaches used to treat with the interface elements. In the Mixed formulation approach, in contrast to the others approaches, the fictitious constitutive tensor on the interface \( C_m^\Gamma \) is allowed to evolve continuously when varying the level-set function.

Connections between the Mixed formulation approach and the Homogenization method

By examining equation (3.84), the interface constitutive tensor \( C_m^\Gamma \), defined in terms of regularized characteristic function \( \bar{x}_m \), can be seen as a replacement of the black-white element by a gray element. More specifically, the material properties of the interface element is taken as a combination of the material properties of the strong and the weak material. Consequently, the interface element can be interpreted as an homogenized RVE with fraction volume \( \bar{x}_m \).

This is, in fact, the approach widely used by Allaire and co-workers in the reference book [7] for solving the topology optimization problem. Nevertheless, in that case, the regularized characteristic function is defined over all the domain. In order to avoid large gray areas, sophisticated techniques, like the perimeter constraint, must be considered in the homogenization approach. In contrast, we make use of the mixed formulation (or homogenization) only on the interface, with the advantage of getting black-white topologies in the major part of the elements and gray only in the interface elements \( T_k^i \). Thus, the proposed mixed formulation approach can be understood as a combination of the topological derivative approach on the domain and the homogenization approach on the interface.
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With this homogenization technique, the interface elements have fictitious properties and no more purely black-and-white problems holds. However, two different compelling arguments encourage its use. On the one hand, from the physical point of view, the fictitious material with constitutive tensor $C^\Gamma$ can be interpreted as an homogenization of a micro-structure with fraction volume $\tilde{\chi}$ when Taylor boundary conditions are applied. See the multiscale sub-section 2.1.3 for further information. Thus, the regularized constitutive tensor corresponds to the homogenized constitutive tensor, i.e., $C^\Gamma = C^h$, which can be understood in physical terms. On the other hand, from the numerical point of view, since the homogenization is only applied on the interface, as the mesh becomes finer, the gray interface measure tends to zero.

Connection between the Mixed formulation with the SIMP method

In addition, at this point, it is possible to relate the mixed formulation with the popular SIMP method. Instead of relating the regularized constitutive tensor $C^\Gamma$ with the regularized characteristic function $\tilde{\chi}_m$ linearly, as stated in equation (3.84), a polynomial relation can be used. Following the notation of Sigmund book [31], it is expressed as

$$C^\Gamma = \tilde{\chi}_m^p C^+ + (1 - \tilde{\chi}_m^p) C^-$$

(3.102)

where the heuristic penalization parameter is usually set to $p = 3$. From the physical point of view, the SIMP method does not always fulfill the Hashin-Strikman bounds [31] and, consequently, the regularized constitutive tensor $C^\Gamma$ can not be interpreted always as a homogenized constitutive tensor $C^\Gamma \neq C^h$.

3.4.3 Treatment of the cost function and the topological derivative on the interface

At this point, the following question arises: how does the Mixed formulation affects the optimization problem, and more specifically, the cost and the gradient?

Implications of the mixed formulation on the cost function

Regarding the cost function $J$, we examine the implications of the mixed formulation when considering the compliance function. It can usually be written as the work produced by the external forces, i.e.,

$$J = \int_{\Gamma_N} f \tilde{u} = \int_\Omega \nabla^s \tilde{u} : \tilde{C} : \nabla^s \tilde{u},$$

(3.103)

where the displacements $\tilde{u} \in H^1_0(\Omega)$ are the solution of the standard equilibrium equation

$$\int_{\Gamma_N} f v = \int_\Omega \nabla^s \tilde{u} : \tilde{C} : \nabla^s v \quad \forall v \in H^1_0(\Omega)$$

(3.104)

and $\tilde{C}$ represents the regularized constitutive tensor described in equation (3.62). Thus, the implications of the mixed formulation on the cost function rely completely on the behavior of the regularized constitutive tensor $C^\Gamma$ on the interface elements.
Implications of the mixed formulation on the topological derivative

In order to study the implications of the mixed formulation on the topological derivative, we first examine the stresses $\sigma$. To simplify the notation, let’s define the averaging operator $s$ as

$$s(a^+, a^-, \tilde{\chi}) = \tilde{\chi}a^+ + (1 - \tilde{\chi})a^- \quad (3.105)$$

where $a^+$ and $a^-$ represent an arbitrary variable on the domain $\Omega^+$ and $\Omega^-$. Note that, on the definition of the regularized constitutive tensor on the interface, the operator $s$ has already been used as

$$C_G = s(C^+, C^-, \tilde{\chi}). \quad (3.106)$$

In addition, it can be observed that when the two first variables are equal, the averaging operator becomes the identity operator. This occurs in the case of the strains since they are constant in each element, that is

$$s(\nabla^s u, \nabla^s u, \tilde{\chi}) = \tilde{\chi}\nabla^s u + (1 - \tilde{\chi})\nabla^s u = \nabla^s u. \quad (3.107)$$

Thus, the stresses on the interface are be computed as

$$\sigma_G = s(C^+ : \nabla^s u, C^- : \nabla^s u, \tilde{\chi}) = s(C^+, C^-, \tilde{\chi}) : \nabla^s u = C_G \nabla^s u. \quad (3.108)$$

Following the definition (3.62), the stresses over all the domain will be computed as

$$\tilde{\sigma} = \begin{cases} 
\sigma^+ = C^+ : \nabla^s u & \text{in } T_k^+, \\
\sigma^- = C^- : \nabla^s u & \text{in } T_k^-
\end{cases} \quad (3.109)$$

Note that, although the constitutive tensor is discontinuous inside the element, this formulation entails constant value of stresses inside the element. Bearing this in mind, we recall the standard expression, proposed in [96], of the topological derivative:

$$g = \sigma : \mathbb{P} : \nabla^s u = \nabla^s u : \mathbb{C} : \mathbb{P} : \nabla^s u. \quad (3.110)$$

In this last expression, dependency not only on the stresses $\sigma$ but also on the polarization tensor $\mathbb{P}$ are observed. Thus, following the regularization of the constitutive tensor $\mathbb{C}$, the polarization tensor can also be treated with the same operator $s(a^+, a^-, \chi)$ in the interface. This leads to define the regularized polarization tensor as $\tilde{\mathbb{P}}$ as $\mathbb{P}^+$ in the elements $T_k^+$, $\mathbb{P}^-$ in the elements $T_k^-$ and $C_G$ in the elements $T_k^G$, i.e.,

$$\tilde{\mathbb{P}} = \begin{cases} 
\mathbb{P}^+ & \text{in } T_k^+, \\
\mathbb{P}^- & \text{in } T_k^-
\end{cases} \quad (3.111)$$

Proceeding similarly, the regularized topological derivative $\tilde{g}$, which is also element-wise constant, is defined as follows.
Figure 3.7: The zero level-set line splits into two parts (a strong part in black and a weak part in white) the interface element $T_k^\Gamma$. The material properties $C^\pm$, $P^\pm$ and $\rho^\pm$ are regularized through an average operator $s$ achieving intermediate values $C^\Gamma$, $P^\Gamma$ and $\rho^\Gamma$ on the boundary. Thus, as a physical interpretation, the resulting gray element can be understood as a homogenization of an RVE with fraction volume $\tilde{\chi}$ when applying Taylor boundary conditions.

$$\tilde{g} = \begin{cases} 
  g^+ = \sigma^+ : \nabla^s u & \text{in } T_k^+, \\
  g^- = \sigma^- : \nabla^s u & \text{in } T_k^-, \\
  g^\Gamma = s(g^+, g^-, \tilde{\chi}) & \text{in } T_k^\Gamma. 
\end{cases}$$

(3.112)

At this point, it is worth stressing the difference between computing first the topological derivative and then applying the regularization on the interface, with regularizing both the stresses $\tilde{\sigma}$ and the polarization tensor $\tilde{P}$ and then computing the topological derivative. This difference only appears on the boundary and is written in mathematical terms as

$$g^\Gamma = s(g^+, g^-, \tilde{\chi}) \neq \sigma^\Gamma : \nabla^s u = s(\sigma^+, \sigma^-, \tilde{\chi}) s(P^+, P^-, \tilde{\chi}) : \nabla^s u.$$  

(3.113)

Since the topological derivative is the main ingredient of the optimization algorithm, it is convenient to be as accurate as possible on its computation. Thus, we choose for $g^\Gamma = s(g^+, g^-, \tilde{\chi})$, instead of the described alternative, because it introduces only one regularization (instead of two).

For a better understanding, in Figure 3.7 we show how the material properties $C$, $P$ and $\rho$ are evaluated in the interface elements $T_k^\Gamma$. When an element is cut by the level-set into two sub-domains (black and white), we apply the average operator to the material properties, and consequently, the black-and-white element becomes a regularized element (gray) with interpolated material properties.

In Table 3.3 we summarize the values that the main variables of the topology optimization problem take in the strong material elements, in the weak material elements and in the interface elements.
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<table>
<thead>
<tr>
<th></th>
<th>Strong material elements</th>
<th>Weak material elements</th>
<th>Interface elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constitutive tensor</td>
<td>$\mathcal{C}$</td>
<td>$\mathcal{C}^-$</td>
<td>$\mathcal{C}^\Gamma = s(\mathcal{C}^+, \mathcal{C}^-, \tilde{\chi})$</td>
</tr>
<tr>
<td>Polarization tensor</td>
<td>$\mathcal{P}$</td>
<td>$\mathcal{P}^-$</td>
<td>$\mathcal{P}^\Gamma = s(\mathcal{P}^+, \mathcal{P}^-, \tilde{\chi})$</td>
</tr>
<tr>
<td>Density $\rho$</td>
<td>$\rho^+$</td>
<td>$\rho^-$</td>
<td>$\rho^\Gamma = s(\rho^+, \rho^-, \tilde{\chi})$</td>
</tr>
<tr>
<td>Displacement $(\tilde{\mathcal{C}})$</td>
<td>$\tilde{u}$</td>
<td>$\tilde{u}$</td>
<td>$\tilde{u}$</td>
</tr>
<tr>
<td>Strains $\nabla^s \tilde{u}$</td>
<td>$\nabla^s \tilde{u}$</td>
<td>$\nabla^s \tilde{u}$</td>
<td>$\nabla^s \tilde{u}$</td>
</tr>
<tr>
<td>Stresses $\tilde{\sigma}$</td>
<td>$\sigma^+ = \mathcal{C}^+ : \nabla^s \tilde{u}$</td>
<td>$\sigma^- = \mathcal{C}^- : \nabla^s \tilde{u}$</td>
<td>$\sigma^\Gamma = s(\sigma^+, \sigma^-, \tilde{\chi})$</td>
</tr>
<tr>
<td>Compliance $f \tilde{u}$</td>
<td>$f \tilde{u}$</td>
<td>$f \tilde{u}$</td>
<td>$f \tilde{u}$</td>
</tr>
<tr>
<td>Topological derivative $\tilde{g}$</td>
<td>$g^+ = \sigma^+ : \mathcal{P}^+ : \nabla^s \tilde{u}$</td>
<td>$g^- = \sigma^- : \mathcal{P}^- : \nabla^s \tilde{u}$</td>
<td>$g^\Gamma = s(g^+, g^-, \tilde{\chi})$</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of the practical treatment of the interface in topology optimization. The volume averaging operator $s(\cdot, \cdot, \tilde{\chi})$, with fraction volume on the element $\tilde{\chi}$, regularizes the corresponding discontinuous property on such element. The regularization of the constitutive tensor $\tilde{\mathcal{C}}$ can be understood as an homogenization (with Taylor boundary conditions) of an RVE with fraction volume $\tilde{\chi}$, i.e. $\tilde{\mathcal{C}} = \mathcal{C}^h$.

3.5 Analysis of the Mixed formulation approach in topology optimization

In order to show the numerical improvements of the Mixed formulation on the slerp algorithm, we present the following two numerical examples:

- A singular triangular element example to analyze the implications of the Mixed formulation on the regularized characteristic function.
- A full domain example to analyze the implications of the Mixed formulation on the cost function and the topological derivative.

3.5.1 The mixed formulation approach in a single triangular element

Let’s consider the interface triangular element delimited by the nodes $x_1 = (\sqrt{1 - 0.5^2}, 1.5)$, $x_2 = (2 + \sqrt{1 - 0.5^2}, -0.5)$ and $x_3 = (0, 0)$ represented in Figure 3.6.

The level-set function is defined in $\psi \in V_1$ and its nodal values evolve following the given law

$$\psi(x_1) = \psi_1 = t - 1, \quad \psi(x_2) = \psi_2 = t - 0.5 \quad \text{and} \quad \psi(x_3) = \psi_3 = t \quad (3.114)$$

where $t \in [0, 1]$ represents the level-set evolving parameter. Note that, it fulfills $\psi(x_3) \geq \psi(x_2) \geq \psi(x_1)$. By increasing parameter $t$, the different cases described in sub-section 3.4.2 are retrieved. More specifically:
Case A  Imposing \( t = 0 \), the condition \( 0 \geq \psi(x_3) \geq \psi(x_2) \geq \psi(x_1) \) is fulfilled. In this case, since the level-set is all negative, the element is full of strong material.

Case B  The condition \( \psi(x_3) \geq 0 \geq \psi(x_2) \geq \psi(x_1) \) is satisfied by means of considering \( 0 < t \leq 0.5 \). In this case, an inner triangle of the weak material appears.

Case C  Considering \( 0.5 < t \leq 1 \), the nodal level-set function satisfies \( \psi(x_3) \geq \psi(x_2) \geq 0 \geq \psi(x_1) \). In this case, an inner triangle of the strong material appears.

Case D  When \( t = 1 \), the level-set function is full positive, i.e. \( \psi(x_3) \geq \psi(x_2) \geq \psi(x_1) \geq 0 \). In this case, the element is full of weak material.

The three different approaches (In or Out, \( P_1 \)-projection and Mixed formulation) described in sub-section (3.4.2) are used to compute the corresponding characteristic functions on the interface (\( \tilde{\chi}_{io} \), \( \tilde{\chi}_p \) and \( \tilde{\chi}_m \)). In Figure 3.8 we represent the possible different characteristic functions when varying the evolving level-set parameter \( t \).

![Figure 3.8: Variation of the regularized characteristic function when varying the level-set function.](image)

The evolving level-set parameter \( t \) makes the level-set function evolve along the element leading to Cases A, B, C and D. The regularized characteristic function computed in this cases by the different approaches (In or Out \( \tilde{\chi}_{io} \), \( P_1 \)-projection \( \tilde{\chi}_p \), Mixed Formulation \( \tilde{\chi}_m \)) is represented. The Mixed Formulation approach, in contrast to the others approaches, presents a continuous variation of the regularized characteristic function \( \tilde{\chi}_m \) when varying the level-set function \( \psi \).
The In or Out approach, in comparison with the $P_1$-projection approach, presents a more substantial discontinuity in the characteristic function when evolving the level-set function. However, in both approaches, the characteristic function behaves as a step function while the Mixed formulation presents a significant larger smoothness. Certainly, the proposed methodology allows obtaining a continuous variation of the characteristic function when evolving the level-set function.

### 3.5.2 The mixed formulation approach in a full domain example

Let’s consider a 1x1 microscopic domain $\Omega_\mu$ discretized with a regular mesh of 6400 triangle elements and the elastic parameters of the strong material defined as $E_\mu = 1$, $\nu_\mu = 0.3$. The weak material takes a factor $\gamma = 0.001$ of the Young modulus and the same Poisson ratio. The level-set function is parametrized evolving level-set parameter $t$ as

$$\psi = \cos(\pi(x - x_0))^2 \cos(\pi(y - y_0))^2 - t$$  \hspace{1cm} (3.115)

where $x_0 = 0.5$ and $y_0 = 0.5$ stand for the center of the circumference represented in Figure (3.9).

The evolving level-set parameter takes values in $t \in [0.5 - \epsilon, 0.5 + \epsilon]$ where $\epsilon = 2 \cdot 10^{-2}$ and it is discretized in 100 intervals. The proposed evolution produces a change of the circumference radius $r$ in the interval $r \in [0.25, 0.257]$, large enough to advance up to more than an element.
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Figure 3.10: Compliance function change when evolving the level-set function. The compliance using the *Mixed formulation* approach $J(\tilde{\chi}_m)$ presents a continuous behavior whereas the compliance using the *In or Out* $J(\tilde{\chi}_{io})$ and $P_1$-projection $J(\tilde{\chi}_p)$ approaches lead to discontinuities.

The objective of the example is to examine how the *Mixed formulation* approach, in comparison with the *In or Out* and $P_1$-projection approaches, affects the compliance, the volume and the topological derivative when evolving the level-set function.

Regarding the compliance, following equation (2.56), it is defined as

$$J(\tilde{\chi}) = \sigma : (C^h(\tilde{\chi}))^{-1} : \sigma$$

(3.116)

where the macroscopic stresses are taken as $\sigma = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$. In Figure 3.10 we can observe the different behavior between the compliance using the *Mixed formulation* approach $J(\tilde{\chi}_m)$ and the compliance using the *In or Out* $J(\tilde{\chi}_{io})$ and $P_1$-projection $J(\tilde{\chi}_p)$ approaches. The *Mixed formulation* approach presents a continuous behavior whereas the *In or Out* and $P_1$-projection approaches lead to discontinuities.

Regarding the volume, following equation (3.10), it is defined as

$$V(\tilde{\chi}) = \int_{\Omega_p} \tilde{\chi}.$$  

(3.117)

In Figure 3.11 we can observe again that the volume using the *Mixed formulation* $V(\tilde{\chi}_m)$ behaves continuously whereas the volume using the *In or Out* $V(\tilde{\chi}_{io})$ and $P_1$-projection $V(\tilde{\chi}_p)$ lead to discontinuities.
Figure 3.11: Volume function change when evolving the level-set function. The volume using the Mixed formulation approach $V(\tilde{\chi}_m)$ presents a continuous behavior whereas the volume using the In or Out $V(\tilde{\chi}_{io})$ and $P_1$-projection $V(\tilde{\chi}_p)$ approaches lead to discontinuities.
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Figure 3.12: Topological derivative change when evolving the level-set function. The topological derivative using the Mixed formulation $g(\tilde{\chi}_m)$ presents a continuous behavior whereas the topological derivative using the In or Out $g(\tilde{\chi}_{io})$ and $P_1$-projection $g(\tilde{\chi}_p)$ approaches lead to discontinuities.

Finally, the topological derivative of the compliance in the node marked in Figure 3.9 is also considered. Following equation (3.112), it is defined in the Mixed formulation as

$$g(\tilde{\chi}_m) = \begin{cases} 
  g^+ = \sigma^+_{\mu} : P^+ : \nabla^* u_{\mu} & \text{in } T^+_k, \\
  g^- = \sigma^-_{\mu} : P^- : \nabla^* u_{\mu} & \text{in } T^-_k, \\
  g^\Gamma = s(g^+, g^-, \tilde{\chi}_m) & \text{in } T^\Gamma_k.
\end{cases} \quad (3.118)$$

and in the In or Out and $P_1$-projection approach as

$$g(\tilde{\chi}_{io}) = \sigma(\tilde{\chi}_{io}) : P(\tilde{\chi}_{io}) : \nabla^* u \quad \text{and} \quad g(\tilde{\chi}_p) = \sigma(\tilde{\chi}_p) : P(\tilde{\chi}_p) : \nabla^* u. \quad (3.119)$$

Similarly, in Figure 3.11 we can observe again that the topological derivative using the Mixed formulation $g(\tilde{\chi}_m)$ behaves continuously whereas the topological derivative using the In or Out $g(\tilde{\chi}_{io})$ and $P_1$-projection $g(\tilde{\chi}_p)$ lead to discontinuities.

Thus, it seems that the improvements of the Mixed Formulation on the regularity of the characteristic function shown in the last single triangular element example result in a significant improvements on the regularity of the compliance, volume and topological derivative, evidenced in this full domain example.
3.6 Element-to-node regularization of the topological derivative

In the Augmented Lagrangian Slerp algorithm detailed in Algorithm 3.1, an inconsistency appears in the update of the level-set function in equation (3.33). According to expression (3.110), the topological derivative \( g \) depends directly on the stresses and strains, and consequently, is defined element-wise constant, that is, \( g \in V_0 \). Clearly, this kind of functions are not continuous \( C(\Omega, \mathbb{R}) \) which is, in fact, the requirement for updating the level-set function \( \psi \). Thus, updating the continuous level-set function cannot be done by a combination of discontinuous element functions (\( P_0 \) Finite Element functions in this case). As a remedy, a element-to-nodal regularization is considered.

Following the reference [29], it can be formulated in optimization terms as,

\[
\text{find the unique } \hat{g}(x) \in V_1 \subseteq C(\Omega, \mathbb{R}) \text{ such that it minimizes its difference with } g(x) \in V_0 \notin C(\Omega, \mathbb{R}) \text{ in } L^2 \text{ norm. More precisely, }
\]

\[
\min_{\hat{g} \in P_1, \Pi} \frac{1}{2} \left( \hat{g} - g, \hat{g} - g \right)_{L^2}.
\]

(3.120)

Imposing that the Gateaux derivative of the functional \( \Pi(\hat{g}) \) on the \( \eta \in P_1 \) direction is zero, we obtain

\[
\delta \Pi(\hat{g}, \eta) = \frac{1}{2} \left( \eta, \hat{g} - g \right)_{L^2} + \frac{1}{2} \left( \eta - g, \hat{g} \right)_{L^2} = (\eta, \hat{g} - g)_{L^2} = 0
\]

(3.121)

where we have taken advantage of the symmetry property of the scalar product. Thus,

\[
(\eta, \hat{g})_{L^2} = (\eta, g) \quad \forall \eta \in P_1
\]

(3.122)

The discrete form of the above equation can be rewritten as

\[
\sum_{k=1}^{K} \int_{T_k} \eta \hat{g}^h = \sum_{k=1}^{K} \int_{T_k} \eta g^h = \sum_{k=1}^{K} g^h \int_{T_k} \eta
\]

(3.123)

since the topological derivative \( g^h \) is element constant. Rewriting the discrete continuous topological derivative \( \hat{g}^h \) in terms of the basis function \( N_i \in P_1 \), the \( g^h \) in terms of the basis \( N_k^h \in P_0 \) and taking \( \eta \) as all possible \( N_i \) basis function, equation (3.123) becomes

\[
\left( \sum_{k=1}^{K} \int_{T_k} N_i^1 N_j^1 \right) \hat{g}^h_i = \sum_{k=1}^{K} g^h_k \int_{T_k} N_k^0 N_i^1 = \sum_{k=1}^{K} g^h_k \int_{T_k} N_i^1
\]

(3.124)

which in matrix form is written as

\[
M_{ij} \hat{g}^h_j = F_i.
\]

(3.125)

Note that the system of equation (3.125) has been solved by using the \( L^2 \) norm. Considering the \( H^1 \) norm is also possible. In practice, it consists on solving a similar system of equation by adding the stiffness matrix.
This element-to-nodal regularization has other names in the literature like least-square $L^2$ projection [29] or like Clément Finite Element interpolation [50]. Although certain accuracy is lost due to the smoothing operator, the level-set updating of the slerp algorithm, described in equation equation (3.33), is now possible.

### 3.7 Representative examples of the topological derivative for the macro-scale and the micro-scale

Before plunging into the details of the multi-scale topological optimization problem and in order to show all the tools explained until now, we present some results of the topological derivative approach applied to the macroscopic and microscopic topology optimization problems. On the one hand, it shows the capacity of the method. On the other hand, we can observe the behavior of the slerp algorithm when using the **Mixed formulation**.

#### 3.7.1 Representative macroscopic example

As a representative macroscopic example, we focus on the Bridge example since it clearly shows the scope of the topology optimization techniques. In Figure 3.13, it is represented, on the left, the model to be solved by the topology optimization algorithm and, on the right, a real case solution.

![Figure 3.13: Bridge topology optimization problem. On the left, sketch of the applied displacement boundary conditions and forces. On the right, inverted suspension bridge topology proposed by civil engineers after years of experience.](image)

Recalling the topology optimization problem, it is commonly stated on the macro-scale as

$$
\text{minimize} \quad l(u_\chi) \\
\text{subjected to:} \quad \int_\Omega \chi - V = 0. \quad (3.126)
$$

where $\chi \in L^\infty(\Omega)$ stands for the characteristic function and $u_\chi \in H^1_0(\Omega)$ is the displacement solution of the bilinear form

$$
a(u, v, \chi) = l(v) \quad \forall v \in H^1_0(\Omega) \quad (3.127)
$$

where the left and right hand side are given by
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\[ a(u, v, \chi) = \int_{\Omega} \chi \nabla^s u : \mathbb{C} : \nabla^s u \quad \text{and} \quad l(v) = \int_{\Gamma} fu \]  

(3.128)

where \( f \in H^{-\frac{1}{2}}(\Gamma) \) represents the external boundary forces.

According to Figure (3.13), the high \( H \) and length \( L \) of the domain is set to \( H = 2 \) and \( L = 6 \). It is discretized by means of an unstructured mesh of 19456 \( P_1 \) Finite Elements. The parameter \( a, b \) and \( c \) are taken as \( a = 0.3, b = 0 \) and \( c = 1 \). The distributed force \( q \) is taken unitary and the fraction volume \( V = 0.2 \), the penalty parameter as \( \rho = 0.01 \), the tolerance for the stopping criteria \( \epsilon_\theta = 1^9 \) and the volume constraint tolerance \( Tol < 0.001 \). Regarding the material properties, the elastic parameters are \( E = 1, \nu = 0.3 \), and the contrast parameter for the topological derivative is \( \gamma = 0.001 \).

Figure 3.14 shows different topologies obtained during the convergence process of the slerp algorithm. Certainly, the free-of-grays intermediate and final topologies evidence the suitability of using topological derivative in conjunction with a level-set function. In addition, the characteristic function presents no checkerboard instabilities.

<table>
<thead>
<tr>
<th>Iteration 1</th>
<th>Iteration 5</th>
<th>Iteration 15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iteration 35</td>
<td>Iteration 70</td>
<td>Iteration 130</td>
</tr>
</tbody>
</table>

Figure 3.14: Bridge topology optimization problem. Topology representation of the initial, intermediate and final iterations. Note the similarity between the optimal topology computationally designed and the topology proposed by the industry (shown in Figure 3.13).

It is remarkable how the topological optimization solution takes only few minutes by a standard PC and looks very similar to the one in Figure (3.14).

3.7.2 Representative microscopic examples

Let’s consider the micro-scale topology optimization problem as a second example to show the potential of the proposed methodology. The topology optimization problem is written as

\[
\begin{align*}
\text{minimize} & \quad \sigma : \mathbb{C}^{-1}_h(\chi_\mu) : \sigma \\
\text{subjected to:} & \quad \int_{\Omega_\mu} \chi_\mu = V_\mu
\end{align*}
\]  

(3.129)

where \( V_\mu \) is the RVE solid-volume, \( \sigma \) stands for the given unit norm macroscopic stress tensor and \( \mathbb{C}_h \) is the homogenized constitutive tensor defined in equation (2.40).
As a matter of example, three different cases are computed. In all of them, the initial topology is selected as in [20], the initial Lagrange multiplier is $\lambda_0 = 0$, the final solid-volume is $V_\mu = 0.6$, the elastic parameters are $E_\mu = 1$, $\nu_\mu = 0.3$, the contrast parameter is $\gamma = 0.001$ and the penalty is chosen $\rho = 1$. The RVE is selected squared and it is discretized by a structured mesh of 6400 $P_1$ Finite Elements. The algorithm stops when $\epsilon_\theta < 1^\circ$ and the volume constraint tolerance $Tol < 0.001$. The following three cases are studied (in Voight notation):

- Uni-axial horizontal stress-state: $\sigma = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$

- Shear stress-state: $\sigma = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$

- Bulk stress-state: $\sigma = \begin{bmatrix} 1 & 1 & 0 \end{bmatrix}^T$

The obtained optimal topologies are presented in Figure 3.15.

![Figure 3.15: Horizontal, Shear and Bulk stress-state optimal RVE topologies](image)

The evolution of the compliance, the volume, the angle $\theta$ and the Lagrange multiplier along the iterations are depicted in Figure 3.16.
Figure 3.16: Relevant information evolution along the iterative process

The presented curves show the standard behavior of the variables when solving a topology optimization problem.

Finally, in order to show the effect of the Mixed formulation on a real optimization example, we show in Figure 3.17 the behavior of the cost function in terms of the line search parameter $\kappa$ in the first iteration of the Shear case when $\lambda_0 = 8$.

Note that how the oscillations the In or Out and $P_1$-projection introduce many local spurious minimums, making the line-search parameter difficult to determine.

In addition, as it has been mentioned before, the stopping criteria depends on the angle $\theta$ and, in turn, in the parallelism between the level-set function $\psi$ and the topological derivative $g$. Since the level-set function is defined continuously $\psi \in C(\Omega, \mathbb{R})$, the discontinuity of the topological derivative when using the In or Out and $P_1$-projection approaches introduces large values on the the angle $\theta$, and consequently, difficulties on convergence, specially in cases with large variations of the topology (Bulk case). In the literature, see [27], this problem is alleviated by re-meshing. In contrast, the Mixed Formulation approach may obtain small values of the angle $\theta$ with no use of re-meshing. It is worth stressing that, in comparison with re-meshing, the additional computational cost when using the Mixed Formulation approach is negligible, only simple operations of the nodal level-set values must be computed. From the computational point of view, this fact represents the main contribution of the Mixed Formulation.
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Figure 3.17: The Mixed formulation, in comparison to In or Out and $P_1$-projection, does not add spurious local minima when determining the line search parameter $\kappa$. 
3.8 Summary and conclusions

As a summary, we outline the main work of this chapter. We have first introduced the optimality conditions for the topology optimization problem. Then, we have described the topological derivative for the macro and micro-scale in the case of isotropic materials, its mathematical and physical interpretation and the algorithm that must be used for solving the topology optimization problem. In addition, we have proposed the Mixed formulation approach as an alternative procedure of the interface treatment. Two numerical tests have evidenced the improvement on the continuity of the topology optimization variables. Additionally, we have also described the element-to-nodal operator necessary for using the topology optimization algorithm. Finally, we have presented a macroscopic and a microscopic numerical examples in order to show the behavior of all the numerical tools explained in this chapter.

As a conclusion of this chapter, in view of the two numerical test (level-set advancing in a single triangle and level-set advancing in a micro-structure domain), we can conclude that with the Mixed formulation, in comparison with the approaches presented in the literature, we have increased the regularity of the compliance, the volume and the topological derivative. As seen in Figure 3.17 this progress translates into two advantages: on the one hand, the choice of the line search parameter is exempt of spurious local minimizers; on the other hand, in contrast to other works in the literature, the re-meshing technique is no longer necessary to reach the convergence criterion $\theta < \epsilon_\theta$. This fact represents the main contribution of this chapter. In addition, unlike the SIMP method, no additional parameter is required to solve the problem.
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Topological derivative extension to anisotropic elastic materials

4.1 Motivation

Topological asymptotic analysis allows obtaining an asymptotic expansion of a given shape functional when a geometrical domain is singularly perturbed. This perturbation can be materialized by the insertion of holes, inclusions, source-terms or even cracks. The main concept arising from this analysis is the topological derivative [96]. This derivative measures the sensitivity of the shape functional with respect to the infinitesimal singular domain perturbation and it was rigorously introduced in [110]. Since then, this concept has proven extremely useful in the treatment of a wide range of problems; see, for instance, [5, 13, 24, 46, 61, 73, 115, 118]. Concerning the theoretical development of the topological asymptotic analysis, besides the monograph [96], the reader is referred to [40, 112].

In order to introduce these concepts, let us consider an open and bounded domain \( \Omega \subset \mathbb{R}^2 \), see figure 4.1, which is subject to a non-smooth perturbation confined in a small region \( \omega, \) of size \( \epsilon \). Here, \( \hat{x} \) is an arbitrary point of \( \Omega \) and \( \omega \) is a fixed domain of \( \mathbb{R}^2 \). Then, we assume that a given shape functional \( \mathcal{J}_\epsilon(\Omega) \), associated to the topologically perturbed domain, admits the following topological asymptotic expansion [96]

\[
\mathcal{J}_\epsilon(\Omega) = \mathcal{J}(\Omega) + f(\epsilon)D_T \mathcal{J}(\hat{x}) + o(f(\epsilon)),
\]

(4.1)

where \( \mathcal{J}(\Omega) \) is the shape functional associated to the unperturbed domain and \( f(\epsilon) \) is a positive function such that \( f(\epsilon) \to 0 \) when \( \epsilon \to 0^+ \). The function \( \hat{x} \mapsto D_T \mathcal{J}(\hat{x}) \) is termed the topological derivative of \( \mathcal{J} \) at \( \hat{x} \). Therefore, the term \( f(\epsilon)D_T \mathcal{J}(\hat{x}) \) represents a first order correction of \( \mathcal{J}(\Omega) \) to approximate \( \mathcal{J}_\epsilon(\Omega) \) in \( \hat{x} \). In this work, the singular perturbation is characterized by a circular disc, denoted \( B_\epsilon \), with boundary \( \partial B_\epsilon \) and different constitutive properties, see figure 4.1.

From (4.1), we obtain the standard definition of the topological derivative
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Figure 4.1: Topological derivative concept.

by passing to the limit \( \epsilon \to 0^+ \):

\[
D_T J(\hat{x}) = \lim_{\epsilon \to 0^+} \frac{\mathcal{J}_\epsilon(\Omega) - J(\Omega)}{f(\epsilon)}.
\]  

(4.2)

Notice that, since we are dealing with singular domain perturbations, the shape functionals \( \mathcal{J}_\epsilon(\Omega) \) and \( J(\Omega) \) are associated to topologically different domains. Therefore, the above limit is not trivial to be calculated. In particular, we need to perform an asymptotic analysis of the shape functional \( \mathcal{J}_\epsilon(\Omega) \) with respect to the small parameter \( \epsilon \), i.e., we need information of \( \mathcal{J}_\epsilon(\Omega) \) when \( \epsilon \to 0^+ \). As it was introduced in chapter 3, the shape functional difference (4.2) depends on the polarization tensor, which is considered a fundamental concept on the topological derivative topic. This tensor, also known in the literature as Pólya-Szegö polarization tensor, arises from the asymptotic analysis in singularly perturbed geometrical domains [100]. This mathematical concept permits to write an asymptotic expansion of the shape functional \( \mathcal{J}_\epsilon(\Omega) \) by means of functions evaluated in the unperturbed domain \( \Omega \) (without considering \( B_\epsilon \)). The polarization tensor is characterized by a matrix – polarization matrix – depending only on the constitutive properties of the problem and the shape of the singular domain perturbation [14].

The topological derivative, in its closed form, has been fully developed for a wide range of physical phenomena, most of them, when considering homogeneous and isotropic constitutive behaviors. In fact, only a few works dealing with heterogeneous and anisotropic material behavior can be found in the literature, and, in general, the derived formulas are given in an abstract form (see, for instance, [40]). Closed and analytical forms for this kind of constitutive behavior have been only developed for heat diffusion problems (see [59, 60, 64, 110]). For anisotropic elasticity, the existence and properties of the polarization tensor was studied in [33, 86]. However, the polarization tensor is given again in an abstract form. A technique for the numerical evaluation of the polarization tensor is presented in [34].

In what follows, we derive the topological derivative in its closed form for the total potential energy, i.e., the compliance, associated to an anisotropic and heterogeneous elasticity problem. We assume as singular perturbation a small circular inclusion introduced at an arbitrary point of the domain. The constitutive properties of the small disc are also anisotropic and different from the elasticity properties of the matrix. In addition, we provide a full mathematical justification of the derived formula, and develop precise estimates for the remainders of the topological asymptotic expansion.

Bearing this in mind, the heterogeneous anisotropic topological derivative
concept, can be applied in advanced technological research areas such as topology and structural optimization simultaneously combined with topological material design. In fact, in multi-scale modeling, for a given microstructure the homogenized constitutive response is, in general, anisotropic. In addition, since in each macroscopical structural point we have a different microstructure, the constitutive homogenized response at the macro-scale varies from point to point, i.e., it is heterogeneous. Therefore, for a correct evaluation of the topological sensitivity in a structural optimization problem, a derivative (the topological derivative) for an anisotropic and heterogeneous constitutive behavior is needed.

4.2 Problem formulation

The topological asymptotic analysis of the total potential energy associated to an anisotropic and heterogeneous elasticity problem is calculated. Thus, the unperturbed shape functional is defined as:

\[ J(\Omega) = \frac{1}{2} \int_{\Omega} \sigma(u) : \nabla^s u + \int_{\Gamma_N} \bar{t} \cdot u , \]  

(4.3)

where the Cauchy stress tensor \( \sigma(u) \) is defined as usual:

\[ \sigma(\xi) := C \nabla^s \xi . \]  

(4.4)

Note that the compliance differs from the total potential energy by a \( \frac{1}{2} \) factor. Instead of the compliance, the total potential energy has been preferred to consider since it is more in accordance with the shape functional described in work [96].

In the above equations, \( C = C(x) \) is a symmetric fourth order elasticity tensor, \( \nabla^s \) is used to denote the symmetric part of the gradient operator and \( u \) is the displacement field, solution of the following variational problem: find the field \( u \in U \), such that

\[ \int_{\Omega} \sigma(u) : \nabla^s \eta + \int_{\Gamma_N} \bar{t} \cdot \eta = 0 \quad \forall \eta \in V . \]  

(4.5)

In the variational problem (4.5) the space \( U \) of admissible functions and the space \( V \) of admissible variations are given by

\[ U := \{ \phi \in H^1(\Omega; \mathbb{R}^2) : \phi|_{\Gamma_D} = \bar{u} \} \quad \text{and} \quad V := \{ \phi \in H^1(\Omega; \mathbb{R}^2) : \phi|_{\Gamma_D} = 0 \} . \]  

(4.6)

In addition, \( \partial \Omega = \Gamma_N \cup \Gamma_D \) with \( \Gamma_N \cap \Gamma_D = \emptyset \), where \( \Gamma_N \) and \( \Gamma_D \) are Neumann and Dirichlet boundaries, respectively. Thus, \( \bar{u} \) is a Dirichlet data on \( \Gamma_D \) and \( \bar{t} \) is a Neumann data on \( \Gamma_N \), both assumed to be smooth enough, see Figure 4.2.

On the other hand, for our specific case, we consider a perturbation on the domain given by the nucleation of a small circular inclusion with constitutive properties given by a constant elastic tensor \( C^* \). Therefore, the perturbed shape functional can be written as:

\[ J_\epsilon(\Omega) = \frac{1}{2} \int_{\Omega} \sigma_\epsilon(u_\epsilon) : \nabla^s u_\epsilon + \int_{\Gamma_N} \bar{t} \cdot u_\epsilon , \]  

(4.7)

where the stress tensor associated to the perturbed configuration is defined as:

\[ \sigma_\epsilon(\xi) := C_\epsilon \nabla^s \xi . \]  

(4.8)
Here, we consider that the inclusion is made of a completely different material. Then, the elasticity tensor $C_\epsilon$ can be written as follows

$$C_\epsilon := \begin{cases} C & \text{in } \Omega \setminus B_\epsilon \\ C^* & \text{in } B_\epsilon \end{cases}. \quad (4.9)$$

In addition, in (4.7) the function $u_\epsilon$ is solution of the following variational problem:

Find the field $u_\epsilon \in U_\epsilon$, such that

$$\int_\Omega \sigma(u_\epsilon) \cdot \nabla^s \eta + \int_{\Gamma_N} \bar{t} \cdot \eta = 0 \quad \forall \eta \in V_\epsilon, \quad (4.10)$$

and both the set $U_\epsilon$ and the space $V_\epsilon$ are defined as

$$U_\epsilon := \{ \phi \in U : [\phi] = 0 \text{ on } \partial B_\epsilon \} \quad \text{and} \quad V_\epsilon := \{ \phi \in V : [\phi] = 0 \text{ on } \partial B_\epsilon \}, \quad (4.11)$$

where we use $[\cdot]$ to denotes the jump of function $(\cdot)$ across the boundary $\partial B_\epsilon$.

Note that the domain $\Omega$ is topologically perturbed by the introduction of an inclusion $B_\epsilon(\bar{x})$ with complete different elastic constitutive properties (and in general anisotropic).

### 4.3 Topological derivative

Let us begin by choosing as admissible test function in problems (4.5) and (4.10), the function $\eta = u_\epsilon - u$. Then, we obtain as a consequence the following expressions

$$\int_\Omega \sigma(u) \cdot \nabla^s u = \int_\Omega \sigma(u_\epsilon) \cdot \nabla^s u + \int_{\Gamma_N} \bar{t}(u_\epsilon - u), \quad (4.12)$$

$$\int_\Omega \sigma_\epsilon(u_\epsilon) \cdot \nabla^s u_\epsilon = \int_\Omega \sigma_\epsilon(u_\epsilon) \cdot \nabla^s u - \int_{\Gamma_N} \bar{t}(u_\epsilon - u). \quad (4.13)$$

Therefore, the shape functionals (4.3) and (4.7) can be written as

$$J(\Omega) = \frac{1}{2} \int_\Omega \sigma(u_\epsilon) \cdot \nabla^s u + \int_{\Gamma_N} \bar{t}(u_\epsilon + u), \quad (4.14)$$

$$J_\epsilon(\Omega) = \frac{1}{2} \int_\Omega \sigma_\epsilon(u_\epsilon) \cdot \nabla^s u + \int_{\Gamma_N} \bar{t}(u_\epsilon + u). \quad (4.15)$$
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By considering the above results, the difference of the shape functionals \( \mathcal{J}_e(\Omega) \) and \( \mathcal{J}(\Omega) \) reads

\[
\mathcal{J}_e(\Omega) - \mathcal{J}(\Omega) = \frac{1}{2} \int_\Omega \sigma_e(u_e) \cdot \nabla^s u - \frac{1}{2} \int_\Omega \sigma(u_e) \cdot \nabla^s u. \tag{4.16}
\]

Taking into account the definitions of the perturbed elasticity tensor \( \mathbb{C}_e \) and perturbed stress tensor, we have that the difference of the total potential energy is given by an integral concentrated in the inclusion \( B_e \), namely

\[
\mathcal{J}_e(\Omega) - \mathcal{J}(\Omega) = \frac{1}{2} \int_{B_e} \Delta \mathbb{C}(\mathbb{C}^*)^{-1} \sigma_e(u_e) \cdot \nabla^s u, \tag{4.17}
\]

with \( \Delta \mathbb{C} := \mathbb{C}^* - \mathbb{C} \).

Let us assume that the elasticity tensor \( \mathbb{C}(x) \) is smooth enough such that it admits an expansion in Taylor series around the point \( \hat{x} \) of the form \( \mathbb{C}(x) = \mathbb{C}(\hat{x}) + \nabla \mathbb{C}(\zeta)(x - \hat{x}) \), where \( \zeta \in (x, \hat{x}) \). Now, in order to analytically solve the integral (4.17), we introduce the following ansatz proposed in [76] for the solution associated to the perturbed problem \( u_e \):

\[
u(x) = u(x) + \epsilon w(x/\epsilon) + \tilde{u}_e(x), \tag{4.18}
\]

where the function \( w(y) \) is the solution of the following exterior problem independent of the small parameter \( \epsilon \)

\[
\begin{cases}
\text{div} (\sigma_e(w)) = 0 & \text{in } \mathbb{R}^2 \\
\sigma_e(w) = \mathbb{C}(\hat{x})\nabla^s w \\
w \to 0 & \text{at } \infty, \\
\|w\| = 0 & \text{on } \partial B_1 \\
[\sigma_e(w)]n = -\mathbb{S}\sigma(u(\hat{x}))n & \text{on } \partial B_1
\end{cases}
\tag{4.19}
\]

where \( \mathbb{S} := \mathbb{I} - \mathbb{C}^*\mathbb{C}^{-1} \), \( \mathbb{I} \) denote the fourth-order identity tensor and it was used the change of variable \( x = \epsilon y \). The remainder \( \tilde{u}_e \) in (4.18) must satisfy the following equation:

\[
\begin{cases}
\text{div}(\sigma_e(\tilde{u}_e)) = \epsilon \text{div}(\nabla \mathbb{C}_e(\zeta)(x - \hat{x})\nabla^s w) & \text{in } \Omega \\
\tilde{u}_e = -\epsilon w & \text{on } \Gamma_D \\
\sigma(\tilde{u}_e)n = -\epsilon \sigma(w)n & \text{on } \Gamma_N \\
\|\tilde{u}_e\| = 0 & \text{on } \partial B_e \\
[\sigma_e(\tilde{u}_e)]n = -\epsilon[(\nabla \mathbb{C}_e(\zeta)n)(\nabla^s u(\hat{x}) + \nabla^s w)]n & \text{on } \partial B_e
\end{cases}
\tag{4.20}
\]

which has the following estimate \( \|\tilde{u}_e\|_{H^2(\Omega; \mathbb{R}^2)} \leq C_\epsilon \), with the constant \( C \) independent of \( \epsilon \) (see 4.4). The exterior problem (4.19) is solved explicitly in Appendices \[A\] and \[B\] for the isotropic and anisotropic materials. Some details are also provided in Sections \[4.3.1\] and \[4.3.2\]. From Appendices \[A\] and \[B\] the stress tensor \( \sigma_e(w) \) inside the inclusion \( B_e \) can be written as:

\[
\sigma_e(w)|_{B_e(\hat{x})} = \mathbb{T}\sigma(u(\hat{x})), \tag{4.21}
\]

\[85\]
where \( T := -AS \) and the fourth order tensor \( A \) is determined again in Appendix A and B.

Taking into account (4.18), the difference of shape functionals (4.17) reads

\[
J_\epsilon(\Omega) - J(\Omega) = \frac{1}{2} \int_{B_\epsilon} \Delta C(C^*)^{-1}(\sigma_\epsilon(u) + \sigma_\epsilon(w)) \cdot \nabla^s u + \mathcal{E}(\epsilon),
\]

(4.22)

where the term \( \mathcal{E}(\epsilon) \) is given by

\[
\mathcal{E}(\epsilon) = \frac{1}{2} \int_{B_\epsilon} \Delta C(C^*)^{-1}\sigma_\epsilon(\bar{u}_\epsilon) \cdot \nabla^s u,
\]

(4.23)

which has the following estimate \( \mathcal{E}(\epsilon) = o(\epsilon^2) \) as shown in section 4.4. Next, by using the interior elliptic regularity of the function \( u \) in \( B_\epsilon \), the difference of the shape functionals (4.22) satisfies the following identity:

\[
J_\epsilon(\Omega) - J(\Omega) = \frac{1}{2} \int_{B_\epsilon} \Delta C(\hat{x})(C^*)^{-1}(\sigma_\epsilon(u)(\hat{x}) + \sigma_\epsilon(w)) \cdot \nabla^s u(\hat{x}) + o(\epsilon^2),
\]

(4.24)

where the expansion of the tensor \( C(x) \) has been used again.

With the use of (4.21) and the change of variables \( x = \epsilon y \) the above expression can be analytically solved leading to

\[
J_\epsilon(\Omega) - J(\Omega) = \pi \epsilon^2 \mathbb{P} \sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x}) + o(\epsilon^2),
\]

(4.25)

where \( \mathbb{P} \) can be recognized as the Pólya-Szegö polarization tensor, given explicitly by

\[
\mathbb{P} = \frac{1}{2} \Delta C(\hat{x})[(C(\hat{x}))^{-1} + (C^*)^{-1}T].
\]

(4.26)

Finally, using the definition (4.1) and taking \( f(\epsilon) = |\hat{B}_\epsilon| = \pi \epsilon^2 \), the topological derivative for the problem under consideration is given explicitly by

\[
D_T J(\hat{x}) = \mathbb{P} \sigma(u)(\hat{x}) \cdot \nabla^s u(\hat{x}) \quad \forall \hat{x} \in \Omega.
\]

(4.27)

Note that this formula is general, in the sense that, it measures the sensitivity of the total potential energy when two materials with completely different constitutive tensors are considered. Also, the polarization tensor \( \mathbb{P} \) depends only of the constitutive tensors \( C(\hat{x}) \) and \( C^* \). This means that once defined \( C \) and \( C^* \), for the point \( \hat{x} \), the tensor \( \mathbb{P} \) can be easily obtained by computing the components of \( \mathbb{A} \), see Appendices A and B and consequently so is \( T \).

From the final expression of the polarization tensor associated to the anisotropic and heterogeneous elasticity problem (4.26), we can analyze the limit case when the inclusion becomes a hole by taking the limit when \( C^* \to 0 \). On the other hand, if we can analyze the sensitivity to the introduction of a rigid inclusion, we need to take the limit when \( C^* \to \infty \). It should be noted that both limits exist and they can be easily obtained.

### 4.3.1 Exterior problem for isotropic materials

Although the topological derivative for isotropic materials in 2D plane stress has been obtained in many works [96], [16], from our point of view, it is not fully explained and we miss the description of some steps. In addition, in some
works [96], the final expression is given by assuming that the Poisson ratio in
the matrix and in the inclusion coincide. We present full steps of the procedure
for computing the topological derivative and the closed expression for general
values of the Poisson ratio. Similar expressions can be found in [14] and [49].

The aim and the key ingredient of obtaining the topological derivative lies
on solving the following exterior problem

\[
\begin{cases}
\text{div} \left( \sigma_r(w) \right) = 0 \quad \text{in } \mathbb{R}^2 \\
\sigma_r(w) = C_r(\hat{x}) \nabla w \\
w \to 0 \quad \text{at } \infty , \\
[w] = 0 \quad \text{on } \partial B_1 \\
[\sigma_r(w)]n = S n \quad \text{on } \partial B_1
\end{cases}
\]

(4.28)

where \( S \) stands for an arbitrary second order tensor. According to [4.19], in
our case, it becomes

\[ S = S \sigma(u). \]

Note that, precisely, the aim of the work lies on determining the expression of
the polarization tensor \( P \). In this section, we only give the necessary ingredients
for computing the expression of the polarization tensor \( P \). In Appendix A all
the steps for solving the exterior problem (4.28) are described.

Defining the real adimensional numbers \( d_1 \) and \( d_2 \) in terms of the constitutive
properties \( E \) and \( \nu \) (background material), and \( E^* \) and \( \nu^* \) (inclusion) as

\[
d_1 = \frac{1}{1 + \frac{E(1-\nu^*)}{E^*(1-\nu)}} \quad \text{and} \quad d_2 = \frac{1}{1 + \frac{E(1+\nu)}{E^*(1-\nu)}},
\]

(4.29)

the matrix \( A \) can be written as follows

\[
A_i = \frac{1}{2} \begin{bmatrix}
-d_1 - d_2 & -d_1 - d_2 & 0 \\
d_2 - d_1 & d_2 - d_1 & 0 \\
0 & 0 & -2d_2
\end{bmatrix}.
\]

(4.30)

The components of the matrix \( A_i \) are related to the components of the tensor
\( A \) by the standard contracted notation (or Voigt notation) using the following
rules for replacing the subscript:

\[ 11 \to 1, \quad 22 \to 2 \quad \text{and} \quad 12 \to 3 \]

(4.31)

After solving problem (4.28), see Appendix A, the stresses in the inclusion

\[ \sigma_r(w)|_{B_1(\chi)} = A S = -A_i S \sigma(u) \]

where the fourth order tensor \( S \) reads as

\[ S := I - C^* C^{-1}. \]

(4.32)
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In view of the symmetries of $\sigma(w)$ and $S$, the tensor $A$ enjoys the following symmetry properties:

$$
A_{ijkl} = A_{jikl} \quad \text{and} \quad A_{ijkl} = A_{ijlk}.
$$

Finally, after defining the fourth order tensor $T$ as

$$
T = A_i S
$$

we can, precisely, obtain the polarization tensor of equation (4.26) for plane stress as the following fourth-order isotropic polarization tensor:

$$
P = -\frac{1}{2} \frac{1}{\beta \gamma + \tau_1} \left[ (1 + \beta)\tau_1 - \gamma \right] + \frac{1}{2} (\alpha - \beta) 2(\gamma - 2\tau_3) + \tau_2 (I \otimes I),
$$

where

$$
\alpha = \frac{1 + \nu}{1 - \nu}, \quad \beta = \frac{3 - \nu}{1 + \nu}, \quad \gamma = \frac{E^*}{E},
$$

$$
\tau_1 = \frac{1 + \nu^*}{1 + \nu}, \quad \tau_2 = \frac{1 - \nu^*}{1 - \nu} \quad \text{and} \quad \tau_3 = \frac{\nu^*(3\nu - 4) + 1}{\nu (3\nu - 4) + 1}.
$$

Note that, by considering $\nu^* = \nu$, the parameters $\tau_i = 1$ (with $i = 1..3$), expression (4.35) becomes the polarization tensor for isotropy elasticity widely used in structural topological design [96].

As a remark, in order to recover the standard topology optimization problem, the material parameters of the strong domain $\Omega^+$ are denoted by $E^+$ and $\nu^+$ and the parameters of the weak domain $\Omega^-$ are commonly considered as $E^- = \gamma_0 E^+$ and $\nu^- = \nu^+$, where $\gamma_0$ stands for the jump of stiffness. Thus, we consider two scenarios: first, considering an inclusion of the weak material (or void) inserted in the strong material ($x \in \Omega^+$) and the second one when an inclusion of the strong material appears in the weak material ($x \in \Omega^-$). Consequently, rewriting the polarization tensor as $P = P(\alpha, \beta, \gamma, \tau_1, \tau_2, \tau_3)$, both cases enjoy the following properties

$$
P = \begin{cases} 
P^+ = P(\alpha, \beta, 1, 1, 1) & x \in \Omega^+ \\
P^- = P(\alpha, \beta, \frac{1}{\gamma_0}, 1, 1, 1) & x \in \Omega^- \end{cases}
$$

Note that $\gamma_0 > 0$ is a parameter small enough for modeling a void and large enough to entail invertibility properties to the stiffness matrix. Typically, $\gamma_0 = 10^{-3}$.

4.3.2 Exterior problem for anisotropic materials

In the case of anisotropic materials, a part from the work [34], there are no references that address the computation of the topological derivative closed-form. Similarly to the isotropic materials, we have to solve the following exterior problem...
\[
\begin{aligned}
\text{div} \left( \sigma_t(w) \right) &= 0 \quad \text{in} \quad \mathbb{R}^2 \\
\sigma_t(w) &= C_t(\hat{x}) \nabla w \\
w &\to 0 \quad \text{at} \quad \infty \\
[w] &= 0 \quad \text{on} \quad \partial B_1 \\
[\sigma_t(w)]_n &= S_n \quad \text{on} \quad \partial B_1
\end{aligned}
\]

(4.39)

where, in this case, the constitutive tensor \(C_t(\hat{x})\) has an anisotropic behavior in the inclusion and in the matrix. Since the polarization tensor \(P\) can be obtained by equation (4.26), and the tensor \(T\) by equation (4.34), the concerns lie on seeking matrix \(A_i\). The full details of solving problem (4.39) are described in Appendix B.

By using the complex variable method, a final expression of matrix \(A_i\) is obtained as

\[
A_i = I_2 \left(K_G^l \right)^{-1} K_G^m I_2^T
\]

(4.40)

where the logical matrices \(I_1, I_2, I_3, I_S\) are defined by

\[
I_1 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
\end{bmatrix}, \quad I_2 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix},
\]

(4.41)

\[
I_3 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad I_S = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
\end{bmatrix}
\]

and the complex matrices \(K_G^l\) and \(K_G^m\) by

\[
K_G^l = K_u K_\sigma^{-1} M_\sigma - M_u (\tilde{\alpha}_I + I_3) \quad \text{and} \quad K_G^m = K_u K_\sigma^{-1} M_\sigma.
\]

In addition, the modified inverse constitutive matrix \(\tilde{\alpha}_I\) is defined as

\[
\tilde{\alpha}_I = I_1 \alpha_I I_2
\]

(4.42)

where the inverse constitutive tensor of the inclusion \(\alpha_I\) is expressed as

\[
\alpha_I = \begin{bmatrix}
\alpha_{I1} & \alpha_{I2} & \alpha_{I3} \\
\alpha_{I1} & \alpha_{I2} & \alpha_{I3} \\
\alpha_{I1} & \alpha_{I2} & \alpha_{I3} \\
\end{bmatrix}
\]

(4.43)

The values \(\alpha_{Iij}\), with \((i,j) = 1..3\), are the components of \((C^*)^{-1}\) (in matrix notation). The real matrices \(M_u\) and \(M_\sigma\) take the following expressions
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\[
M_u = \begin{bmatrix}
a & 0 & 0 & 0 \\
0 & b & 0 & 0 \\
0 & 0 & a & 0 \\
0 & 0 & 0 & b
\end{bmatrix}, \quad M_\sigma = \begin{bmatrix}
a & 0 & 0 & 0 \\
0 & 0 & -b & 0 \\
0 & 0 & -a & 0 \\
b & 0 & 0 & 0
\end{bmatrix}
\] (4.44)

where \(a\) and \(b\) are the semi-axes of the elliptic inclusion. Since we are interested on circular inclusion, they are given by values \(a = b = 1\).

The product of the complex matrices \(K_u K_\sigma^{-1}\) deserves special attention. Due to some properties explained in Appendix [13], it can be written as

\[
K_u K_\sigma^{-1} = \Re(K_{u0} K_{\sigma0}^{-1}) - \Im(K_{u0} K_{\sigma0}^{-1}) I_S
\] (4.45)

where \(\Re\) and \(\Im\) take the real and imaginary part of the complex matrix \(K_{u0} K_{\sigma0}^{-1}\) which reads as

\[
K_{u0} K_{\sigma0}^{-1} = \begin{bmatrix}
\lambda & 0 & -\kappa & 0 \\
0 & \lambda & 0 & -\kappa \\
\rho & 0 & -\gamma & 0 \\
0 & \rho & 0 & -\gamma
\end{bmatrix}
\] (4.46)

and the complex numbers \(\lambda, \kappa, \rho\) and \(\gamma\) are defined as

\[
\lambda = \frac{p_1 \mu_2 - p_2 \mu_1}{\mu_1 - \mu_2}, \quad \kappa = \frac{p_1 - p_2}{\mu_1 - \mu_2}, \quad \rho = \frac{q_1 \mu_2 - q_2 \mu_1}{\mu_1 - \mu_2}, \quad \gamma = \frac{q_1 - q_2}{\mu_1 - \mu_2}.
\] (4.47)

Finally, the complex numbers \(\mu_1\) and \(\mu_2\) are the solution of the following characteristic equation

\[
\alpha_{11}\mu_1^4 - 2\alpha_{13}\mu_1^3 + (2\alpha_{12} + \alpha_{33})\mu_1^2 - 2\alpha_{23}\mu_1 + \alpha_{22} = 0,
\] (4.48)

and the complex numbers \(p_i\) and \(q_i\) are expressed as

\[
p_i = \alpha_{11}\mu_i^2 + \alpha_{12} - \alpha_{13}\mu_i, \quad q_i = \frac{\alpha_{12}\mu_i + \alpha_{22}/\mu_i - \alpha_{23}}{\mu_i}, \quad i = 1, 2.
\] (4.49)

Unfortunately, the final expression of the matrix \(A_i\) and the polarization tensor \(P\) are cumbersome and can not be written explicitly. However, due to symbolic algebra, they can be easily calculated and saved as a computational function, ready for its implementation in a home-made topological optimization code.

Similarly to the isotropic case, we consider two scenarios: the case where the inclusion is inserted by a weak material \(C^-\) on the strong one \(C^+\) or the opposite case. Consequently, rewriting the polarization tensor as \(P = P(C, C^*\)\), both cases result to

\[
P = \begin{cases}
P^+ = P(C^+, C^-) & x \in \Omega^+ \\
P^- = P(C^-, C^+) & x \in \Omega^-.
\end{cases}
\] (4.50)
4.4 Estimation of the remainders

In this Section the estimation of the remainders in the topological asymptotic expansion is performed. This estimations has been used in the derivation of the topological derivative expression (4.27) presented in Section 4.3. In particular, we study the asymptotic behavior of the remainder \( \tilde{u}_\epsilon \) in (4.20) and the residue \( \mathcal{E}(\epsilon) \) defined in (4.23). Let us start by introducing the following lemma that ensures the existence of the topological derivative for the problem under analysis:

1 Let \( u \) and \( u_\epsilon \) be solutions to (4.5) and (4.10), respectively. Then, we have that the estimate \( \|u_\epsilon - u\|_{H^1(\Omega; \mathbb{R}^2)} = O(\epsilon) \) holds true.

Proof 1 We start by subtracting the variational problem (4.5) and (4.10) to obtain:

\[
\int_{\Omega} \sigma_\epsilon(u_\epsilon - u) \cdot \nabla s \eta = \int_{B_\epsilon} S\sigma(u) \cdot \nabla s \eta .
\]  

(4.51)

with \( S = I - C^* C^{-1} \). Now, by taking \( \eta = u_\epsilon - u \) as test function in the above equation, we obtain the following equality:

\[
\int_{\Omega} \sigma_\epsilon(u_\epsilon - u) \cdot \nabla s (u_\epsilon - u) = \int_{B_\epsilon} S\sigma(u) \cdot \nabla s (u_\epsilon - u) .
\]  

(4.52)

From the Cauchy-Schwartz and Poincaré inequality it follows that

\[
\int_{\Omega} \sigma_\epsilon(u_\epsilon - u) \cdot \nabla s (u_\epsilon - u) \leq C_1 \|\sigma(u)\|_{L^2(B_\epsilon; \mathbb{R}^2)} \|\nabla s (u_\epsilon - u)\|_{L^2(B_\epsilon; \mathbb{R}^2)}
\]

\[
\leq C_2 \epsilon \| \nabla s(u_\epsilon - u) \|_{L^2(B_\epsilon; \mathbb{R}^2)}
\]

\[
\leq C_3 \epsilon \| u_\epsilon - u \|_{H^1(\Omega; \mathbb{R}^2)}
\]

\[
\leq C_4 \epsilon \| u_\epsilon - u \|_{H^1(\Omega; \mathbb{R}^2)},
\]  

(4.53)

where we have used the elliptic regularity of function \( u \). Finally, from the coercivity of the bilinear form of (4.10), namely

\[
c \| u_\epsilon - u \|_{H^1(\Omega; \mathbb{R}^2)}^2 \leq \int_{\Omega} \sigma_\epsilon(u_\epsilon - u) \cdot \nabla s (u_\epsilon - u),
\]  

(4.54)

we obtain the result with the constant \( C_4/c \) independent of the small parameter \( \epsilon \).

2 Let \( \tilde{u}_\epsilon \) be solution to (4.20). Then, the following estimate holds true:

\[
\|\tilde{u}_\epsilon\|_{H^1(\Omega; \mathbb{R}^2)} \leq C\epsilon ,
\]  

(4.55)

with the constant \( C \) independent of the small parameter \( \epsilon \).

Proof 2 From the ansatz proposed in (4.18) for \( u_\epsilon \) and making use of the triangular inequality, we obtain:

\[
|\tilde{u}_\epsilon|_{H^1(\Omega; \mathbb{R}^2)} = |u_\epsilon - u - \epsilon w|_{H^1(\Omega; \mathbb{R}^2)}
\]

\[
\leq |u_\epsilon - u|_{H^1(\Omega; \mathbb{R}^2)} + \epsilon \|w\|_{H^1(\Omega; \mathbb{R}^2)}
\]

\[
\leq ||u_\epsilon - u||_{H^1(\Omega; \mathbb{R}^2)} + \epsilon \|w\|_{H^1(\Omega; \mathbb{R}^2, \mathbb{R}^2)}
\]

\[
\leq C_1 \epsilon,
\]  

(4.56)
where we have used the change of variables $x = \epsilon y$, the equivalence between the semi-norm and the norm in $H^1(\Omega; \mathbb{R}^2)$ and the estimate in Lemma 1. Finally, the results come out from the Poincaré inequality.

3 Let $\tilde{u}_\epsilon$ and $u$ be solutions to (4.20) and (4.5), respectively. Then, we have the following estimate for the remainder $E(\epsilon)$ in (4.23):

$$E(\epsilon) = \frac{1}{2} \int_{B_{r}} \Delta C(\mathbf{C}^*)^{-1} \sigma_\epsilon(\tilde{u}_\epsilon) \cdot \nabla^s u = O(\epsilon^2).$$  (4.57)

**Proof 3** From the Cauchy-Schwartz inequality we obtain

$$E(\epsilon) \leq \frac{1}{2} \int_{B_{r}} \Delta C(\mathbf{C}^*)^{-1} \sigma_\epsilon(\tilde{u}_\epsilon) \cdot \nabla^s u$$

$$\leq C_1 \|\nabla^s u\|_{L^2(B_{r}, \mathbb{R}^2)} \|\nabla^s \tilde{u}_\epsilon\|_{L^2(B_{r}, \mathbb{R}^2)}$$

$$\leq \epsilon C_2 \|\nabla^s \tilde{u}_\epsilon\|_{L^2(B_{r}, \mathbb{R}^2)}.$$  (4.58)

Note that from problem (4.20) that the r.h.s. depends explicitly on the small parameter $\epsilon$. Therefore, since this problem is linear and in view of Lemma 2, we can write $\tilde{u}_\epsilon = \epsilon v_0$. Then, we have

$$E(\epsilon) \leq \epsilon^2 C_3 \|\nabla^s v_0\|_{L^2(B_{r}, \mathbb{R}^2)}$$

$$\leq \epsilon^2 C_4.$$  (4.59)

which leads to the result.

4.5 **Numerical validation of the topological derivative**

The analytical formula for the topological derivative presented in (4.27), can be validated by using the following computational framework. Let’s define (for a finite value of $\epsilon$) the function $T(\hat{x})$ as:

$$D_T \mathcal{J}(\hat{x}) := \mathcal{J}(\epsilon) - \mathcal{J}(0).$$  (4.60)

Clearly, the above definition has the following property,

$$\lim_{\epsilon \to 0} D_T \mathcal{J}(\hat{x}) = D_T \mathcal{J}(\hat{x}).$$  (4.61)

A numerical approximation of $D_T \mathcal{J}(\hat{x})$ can be obtained by calculating the functions $\mathcal{J}_\epsilon(\Omega)$ and $\mathcal{J}(\Omega)$, for a sequences of decreasing values of $\epsilon$ and, then, using (4.60) to compute the corresponding estimates $D_T \mathcal{J}_\epsilon(\hat{x})$ for $D_T \mathcal{J}(\hat{x})$. The values of the function $\mathcal{J}$ and $\mathcal{J}_\epsilon$ are computed numerically by means of standard finite element procedures for the elasticity problem. The domain considered in the verification is a unit square (see fig. 4.3). The perturbed domains are obtained by introducing circular inclusions of radius $\epsilon \in \{0.160, 0.080, 0.040, 0.010, 0.005\}$,  (4.62)
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centered at \( \hat{x} = (0.5, 0.5) \), with the origin of the coordinate system positioned at the bottom left corner. The finite element mesh used to discretize the perturbed domain contains a total number of 3850240 \( P_1 \) elements and 1926401 nodes.

To solve the anisotropic elastic problem, we prescribe the displacement on \( \Gamma_D \) to be \( \bar{u} = 0 \) and traction \( \bar{t} = 1 \) on \( \Gamma_N \), (see fig. 4.3).

![Figure 4.3: Domain and boundary conditions.](image)

The study is conducted for four combinations of elasticity tensors \( C \) and \( C^* \). The analyzed cases are detailed in the following box:

<table>
<thead>
<tr>
<th>Case</th>
<th>Matrix constitutive tensor</th>
<th>Inclusion constitutive tensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( C = \begin{pmatrix} 0.905 &amp; 0.845 &amp; -0.017 \ 0.845 &amp; 1.405 &amp; -0.415 \ -0.017 &amp; -0.415 &amp; 0.385 \end{pmatrix} )</td>
<td>( C^* = \begin{pmatrix} 1.562 &amp; 0.312 &amp; 0 \ 0.312 &amp; 1.562 &amp; 0 \ 0 &amp; 0 &amp; 0.625 \end{pmatrix} )</td>
</tr>
<tr>
<td>B</td>
<td>( C = \begin{pmatrix} 1.099 &amp; 0.329 &amp; 0.0 \ 0.329 &amp; 1.099 &amp; 0.0 \ 0.0 &amp; 0.0 &amp; 0.385 \end{pmatrix} )</td>
<td>( C^* = \begin{pmatrix} 1.562 &amp; 0.312 &amp; 0.0 \ 0.312 &amp; 1.562 &amp; 0.0 \ 0 &amp; 0 &amp; 0.625 \end{pmatrix} )</td>
</tr>
<tr>
<td>C</td>
<td>( C = \begin{pmatrix} 2.083 &amp; 0.416 &amp; 0.0 \ 0.416 &amp; 4.160 &amp; 0.0 \ 0.0 &amp; 0.0 &amp; 0.833 \end{pmatrix} )</td>
<td>( C^* = \begin{pmatrix} 1.099 &amp; 0.329 &amp; 0.0 \ 0.329 &amp; 1.099 &amp; 0.0 \ 0.0 &amp; 0.0 &amp; 0.385 \end{pmatrix} )</td>
</tr>
<tr>
<td>D</td>
<td>( C = \begin{pmatrix} 2.083 &amp; 0.416 &amp; 0.0 \ 0.416 &amp; 4.160 &amp; 0.0 \ 0.0 &amp; 0.0 &amp; 0.833 \end{pmatrix} )</td>
<td>( C^* = \begin{pmatrix} 0.905 &amp; 0.845 &amp; -0.017 \ 0.845 &amp; 1.405 &amp; -0.415 \ -0.017 &amp; -0.415 &amp; 0.385 \end{pmatrix} )</td>
</tr>
</tbody>
</table>
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The normalized obtained results \( \frac{D_T J}{D_T \mathcal{J}} \) are plotted in fig. 4.4 in terms of the analytical topological derivative and the numerical approximations for each value of \( \epsilon \) are shown. It can be seen that the numerical topological derivatives converge to the corresponding analytical value for all cases. This confirms the validity of the proposed formula (4.27).

4.6 Representative Numerical Simulations

In order to assess the potential application of the topological derivative concept for anisotropic and heterogeneous materials, some numerical examples are shown in this section. All the examples are computed with the slerp algorithm described in the sub-section (3.3) and the Mixed Formulation technique described in sub-section (3.4.3). As it is commonly used, a minimum compliance objective function, subject to a certain fraction volume constraint, will be solved. To this end, the material distribution in \( \Omega \) will be identified by a characteristic function \( \chi \). Thus, the objective function \( J(\Omega) \) can be written as a function of \( \chi \) as: \( J(\Omega_\chi) \), where \( \Omega_\chi \) is used to denote the geometrical dependency of the domain on the characteristic function \( \chi \). Then, the optimization problem reads:

Find the characteristic function \( \chi \) such that,

\[
\min_{\chi} \quad J(\Omega_\chi) \quad \text{s.t.} \quad c(\chi) = \int_{\Omega} \chi - V = 0 ,
\]

where \( J(\Omega_\chi) \) is the total potential energy of an standard elastic equilibrium problem (4.5) and \( V \) the final intended volume. Note that the constitutive tensor \( C \) can be heterogeneous and anisotropic. Some numerical examples with homogeneous and heterogeneous material distribution are considered. All them are solved below 2D elastic plane stress assumptions.
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Figure 4.5: Schematic drawing of a tension rod with homogeneous material distribution

4.6.1 Homogeneous material distribution

The constitutive behavior is considered homogeneous in the design domain. Besides, the constitutive tensor in the inclusion is defined with the contrast parameter $\gamma$ as: $C^- = \gamma C$ with $\gamma = 10^{-4}$. The 2x1 domain is discretized with a structured mesh of 5200 P1 triangular elements. The volume fraction is taken as $V = 0.4$ and the penalty as $\rho = 0.5$. All the examples are stated to be converged when $\theta < 1^\circ$ and $|c(\psi)| < 0.001$. In the figures showing the results, the black and white colors are used to represent the part of the domain with constitutive tensor $C^+ = C$ and $C^-$, respectively. The elasticity of the inclusion $C^-$ is weak enough to mimic a void.

Case 1: Homogeneous Tension rod

Regarding boundary conditions shown in Figure 4.5, the domain is fixed at the left side and has a horizontal unitary force at the middle of the right end. Some representative cases, in terms of the selected constitutive tensor, have been considered (see second column in Figure 4.6). Notice the strong influence of the selected micro-structure topology and, consequently, of the resulting homogenized constitutive tensor, on the obtained optimal macro-structure topology.

Case 2: Homogeneous Cantilever beam

Now a standard cantilever beam is solved. All data are as in Case 1, except for the direction of the applied force (see Figure 4.7). The isotropic case is used also as a reference. Some unconventional topologies are obtained, specially in the orthotropic case (micro-structure with horizontal and vertical bars) and full anisotropic case (last row). It can be observed, that the resulting macro-structure topology, tends to arrange following the principal directions of the micro-structure topology.

4.6.2 Heterogeneous material distribution

A heterogeneous distribution of material is used for a classical cantilever beam optimal design. The contrast parameter is taken $\gamma = 10^{-4}$. The 2x1 domain is discretized through a structured mesh of 6272 $P_1$ elements. The geometry is vertically partitioned in four domains with the same width ($1/4$). The top and bottom regions are endowed with a constitutive tensor different from the center one (see Figures 4.9 and 4.11). The intended volume fraction is $V = 0.4$ and
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<table>
<thead>
<tr>
<th>Case</th>
<th>Constitutive tensor</th>
<th>Micro-structure</th>
<th>Optimal topology</th>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>$\mathbf{C} = \begin{pmatrix} 1.0689 &amp; 0.3297 &amp; 0 \ 0.3297 &amp; 1.0989 &amp; 0 \ 0 &amp; 0 &amp; 0.3046 \end{pmatrix}$</td>
<td><img src="image1" alt="Micro-structure" /></td>
<td><img src="image2" alt="Optimal topology" /></td>
<td>5.525</td>
</tr>
<tr>
<td>b)</td>
<td>$\mathbf{C} = \begin{pmatrix} 0.5697 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.0784 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td><img src="image3" alt="Micro-structure" /></td>
<td><img src="image4" alt="Optimal topology" /></td>
<td>23.654</td>
</tr>
<tr>
<td>c)</td>
<td>$\mathbf{C} = \begin{pmatrix} 0.0784 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.5697 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td><img src="image5" alt="Micro-structure" /></td>
<td><img src="image6" alt="Optimal topology" /></td>
<td>103.304</td>
</tr>
<tr>
<td>d)</td>
<td>$\mathbf{C} = \begin{pmatrix} 0.2667 &amp; 0.1900 &amp; 0 \ 0.1900 &amp; 0.2867 &amp; 0 \ 0 &amp; 0 &amp; 0.1715 \end{pmatrix}$</td>
<td><img src="image7" alt="Micro-structure" /></td>
<td><img src="image8" alt="Optimal topology" /></td>
<td>24.949</td>
</tr>
<tr>
<td>e)</td>
<td>$\mathbf{C} = \begin{pmatrix} 0.3400 &amp; 0.1689 &amp; 0 \ 0.1689 &amp; 0.3400 &amp; 0 \ 0 &amp; 0 &amp; 0.1461 \end{pmatrix}$</td>
<td><img src="image9" alt="Micro-structure" /></td>
<td><img src="image10" alt="Optimal topology" /></td>
<td>24.298</td>
</tr>
<tr>
<td>f)</td>
<td>$\mathbf{C} = \begin{pmatrix} 0.2479 &amp; 0.1208 &amp; 0.1178 \ 0.1208 &amp; 0.2050 &amp; 0.0613 \ 0.1178 &amp; 0.0613 &amp; 0.1391 \end{pmatrix}$</td>
<td><img src="image11" alt="Micro-structure" /></td>
<td><img src="image12" alt="Optimal topology" /></td>
<td>23.512</td>
</tr>
</tbody>
</table>

Figure 4.6: Representative optimal homogeneous tension rod topologies: (a) Isotropic ($E = 1$ and $\nu = 0.3$) as a reference, (b)-(e) Orthotropic, (f) Anisotropic. In the second column, the constitutive tensor used is shown, which is obtained by a classical homogenization procedure of the micro-structure displayed on the third column, see [104]. In the fourth one and fifth column, the final optimal topology for the structure and the value of the compliance are also shown.

![Figure 4.7: Schematic drawing of a cantilever beam with homogeneous material distribution](image13)
Figure 4.8: Representative optimal homogeneous Cantilever beam topologies: (a) Isotropic ($E = 1$ and $\nu = 0.3$) as a reference, (b)-(e) Orthotropic, (f) Anisotropic. In the second column, the constitutive tensor used is shown, which is obtained by a classical homogenization procedure of the micro-structure displayed on the third column, see [104]. In the fourth one and fifth column, the final optimal topology for the structure and the value of the compliance are also shown.

<table>
<thead>
<tr>
<th>Case</th>
<th>Constitutive tensor</th>
<th>Micro-structure</th>
<th>Optimal topology</th>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>$C = \begin{pmatrix} 1.0989 &amp; 0.3297 &amp; 0 \ 0.3297 &amp; 1.0909 &amp; 0 \ 0 &amp; 0 &amp; 0.3846 \end{pmatrix}$</td>
<td><img src="image1.png" alt="Microstructure" /></td>
<td><img src="image2.png" alt="Optimal Topology" /></td>
<td>71.392</td>
</tr>
<tr>
<td>b)</td>
<td>$C = \begin{pmatrix} 0.5697 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.0784 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td><img src="image3.png" alt="Microstructure" /></td>
<td><img src="image4.png" alt="Optimal Topology" /></td>
<td>892.328</td>
</tr>
<tr>
<td>c)</td>
<td>$C = \begin{pmatrix} 0.0784 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.5697 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td><img src="image5.png" alt="Microstructure" /></td>
<td><img src="image6.png" alt="Optimal Topology" /></td>
<td>1685.169</td>
</tr>
<tr>
<td>d)</td>
<td>$C = \begin{pmatrix} 0.2867 &amp; 0.1960 &amp; 0 \ 0.1960 &amp; 0.2867 &amp; 0 \ 0 &amp; 0 &amp; 0.1715 \end{pmatrix}$</td>
<td><img src="image7.png" alt="Microstructure" /></td>
<td><img src="image8.png" alt="Optimal Topology" /></td>
<td>335.980</td>
</tr>
<tr>
<td>e)</td>
<td>$C = \begin{pmatrix} 0.3400 &amp; 0.1689 &amp; 0 \ 0.1689 &amp; 0.3400 &amp; 0 \ 0 &amp; 0 &amp; 0.1401 \end{pmatrix}$</td>
<td><img src="image9.png" alt="Microstructure" /></td>
<td><img src="image10.png" alt="Optimal Topology" /></td>
<td>251.031</td>
</tr>
<tr>
<td>f)</td>
<td>$C = \begin{pmatrix} 0.2702 &amp; 0.1250 &amp; 0.0728 \ 0.1250 &amp; 0.2184 &amp; 0.0120 \ 0.0728 &amp; 0.0120 &amp; 0.1416 \end{pmatrix}$</td>
<td><img src="image11.png" alt="Microstructure" /></td>
<td><img src="image12.png" alt="Optimal Topology" /></td>
<td>224.387</td>
</tr>
</tbody>
</table>
the considered penalty value is $\rho = 0.5$. Again the iterative solution algorithm is declared converged when $\theta < 1^\circ$ and $|c(\psi)| < 0.001$.

**Case 1: Heterogeneous Cantilever beam with horizontal-shear microstructures**

In this example, the top and bottom regions are endowed with a microstructure topology yielding horizontally-dominant microscopic stiffness, where the center region, microscopic topology enforces shear-dominant stiffness.

![Figure 4.9: Heterogeneous cantilever beam with regions of different constitutive properties (enforced via microscopic material topology).](image)

The material arrangement and distribution are sketched in Figure 4.9. The corresponding values for the resulting homogenized constitutive properties are detailed in Figure 4.10.

![Figure 4.10: Heterogeneous cantilever beam. Material properties and obtained results (case 1).](image)

It is worth noting that both constitutive tensors are again anisotropic. In addition, note that the optimal topology with the anisotropic heterogeneous material distribution is quite different from the homogeneous isotropic case (first row of Figure 4.8) and the homogeneous anisotropic case (last row of Figure 4.8). Again, it can be observed that the macroscopic topology tends to mimic the microscopic one in the different considered regions.

**Case 2: Heterogeneous Cantilever beam with horizontal-vertical microstructures**

Now the top and bottom regions at the beam are endowed with a microstructure yielding horizontally-dominant elastic stiffness, whereas the central region is endowed with a vertically-dominant one.
Figure 4.11: Heterogeneous cantilever beam. Material properties and obtained results (case 2)

Figure 4.11 shows a schematic picture of this case. Details of the resulting homogenized elastic properties are given in Figure 4.12.

<table>
<thead>
<tr>
<th>Constitutive tensor</th>
<th>Micro-structure</th>
<th>Optimal topology</th>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C = \begin{pmatrix} 0.5697 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.0764 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td><img src="image" alt="Micro-structure" /></td>
<td><img src="image" alt="Optimal topology" /></td>
<td>996.863</td>
</tr>
<tr>
<td>$C = \begin{pmatrix} 0.0764 &amp; 0.0231 &amp; 0 \ 0.0231 &amp; 0.5697 &amp; 0 \ 0 &amp; 0 &amp; 0.0070 \end{pmatrix}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.12: Optimal heterogeneous Cantilever beam topology. Constitutive tensor value and its corresponding micro-structure representation are also detailed.

In Figure 4.12, the resulting (non trivial) optimal topology obtained for this case is shown.

Regarding numerical aspects, problems of convergence of the involved numerical schemes have not been found.

Besides, no substantial differences, in terms of the involved computational effort, have been found by considering the isotropic and anisotropic cases. Thus, the anisotropic topological derivative generalize the isotropic one. In all cases less than five minutes of computation are needed with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab© environment.

## 4.7 Conclusions

In this chapter an analytical and closed-form expression for the topological derivative in heterogeneous and anisotropic elastic problems has been presented. We consider as singular perturbation the introduction of a circular disc, with an anisotropic constitutive tensor completely different from the background material, in an arbitrary point. From the asymptotic analysis, it has been proven that the heterogeneous behavior of the material properties does not contribute to the first order topological derivative. The polarization tensor for this problem is obtained from a very simple (and inexpensive) matrix evaluation, in terms of the constitutive properties of the unperturbed problem and the inclusion.
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The derived formula are general for any kind of anisotropy in two dimensional problems, where orthotropy and isotropy (of the background material or the inclusion or a combination of both) can be derived as particular cases.

We recall that the development presented in this work for the total potential energy, in particular the solution of the so-called exterior problem, can be applied for other cost functionals and that the derivation of the associated topological derivative can be easily done.

With these results in mind, the presented numerical simulation shows that the selected material properties heavily affect the optimal topology in a standard topology optimization problem. Since real applications involve non homogeneous isotropic material, the obtained closed formula of the topological derivative for heterogeneous anisotropic materials generalizes the concept of topology optimization for any kind of material properties and distribution. This progress is, in fact, the main contribution of the chapter.

In addition, the influence of the microscopic topology on the optimal macroscopic topology is observed which, in some cases, becomes very relevant.
Chapter 5

Two-scale topology optimization

5.1 Motivation

Let’s recall the macroscopic and microscopic topology optimization problems.

**Macroscopic topology optimization** Macroscopic topology optimization corresponds to the standard and genuine topology optimization problem. It aims at removing material from a macroscopic domain, subjected to external forces and boundary conditions, so that its stiffness is maximized. Usually, the problem is written as:

$$\begin{align*}
\text{minimize} & \quad \int_\Omega \chi \sigma : C^{-1} : \sigma \\
\text{subjected to:} & \quad \int_\Omega \chi - V = 0.
\end{align*}$$

(5.1)

where $\sigma$ stands for the stresses, solution of a standard equilibrium equation, $\chi$ for the characteristic function, $V$ for the fraction volume and $C$ for the constitutive tensor.

In Figure 5.1, a representation of the macroscopic domain in the initial configuration and a representation of the optimal topology of the standard Cantilever beam is shown.

![Figure 5.1: Standard structural optimization solution for the Cantilever beam case](image)

**Microscopic topology optimization** A similar approach is applied in microscopic topology optimization. The main idea, in this case, is to design the
topology of the the RVE in order to maximize the stiffness obtained by the
constitutive tensor $C_h$ so that a particular fraction volume is fulfilled. The
reader is referred to [57] for some examples. Usually, the microscopic topology
optimization is formulated as

\[
\begin{align*}
\text{minimize} & \quad \sigma : C_h^{-1}(\chi_\mu) : \sigma \\
\text{subjected to:} & \quad \int_\Omega \chi_\mu = V_\mu
\end{align*}
\]  

(5.2)

where $\mu$ sub-index is used to refer to material design (more specifically to micro-
structures). Note that $\sigma$, in this case, is an input data, and may be thought
as the projection direction of the inverse of the constitutive tensor $C_h^{-1}$. A
full description of the computation of the constitutive tensor $C_h$ is presented in
section 2.1.1. A micro-cell or the RVE (Representative Volume Element) initial
configuration, the applied stresses $\sigma$ and the final topology are shown in Figure
5.2.

![Figure 5.2: Material design solution of a square micro-cell under a given stress state](image)

The multi-scale methodology, jointly with the microscopic topology optimi-
ization problem (both fully explained in Chapter 2), opens up the possibility
of increasing the global stiffness via the topological design at the microstructure
in each integration point. Hereafter, this problem is termed *Point-to-point ma-
terial design problem*. It is worth stressing that conceptually the *Point-to-point
material design problem* differs from the macroscopic topology optimization in
the set of design variables. In the former, the macroscopic characteristic $\chi$
function is used as a design variable; while the latter uses the microscopic char-
acteristic function $\chi_\mu$.

At this point, from the numerical point of view, many questions arise: *how
the Point-to-point material design problem can be solved? What kind of algo-
rium should be used? In comparison with the macroscopic topology optimization
problem, how much is the cost function reduced?*

Since the *Point-to-point material design* involves multiscale and topology
optimization techniques, significant time-consuming computations are expected.
Additionally, as will be discussed later, the problem presents strong non-linear
behavior. *How can these difficulties be mitigated?* Appropriate reduction tech-
niques and algorithms are required. On top of this, the manufacturability issue
appears as another relevant concern. For this purpose, appropriate numerical
strategies must be devised.
Finally, instead of comparing the Point-to-point material design approach with the macroscopic topology optimization approach, a more stimulating strategy would be a combination of both approaches to increase even more the stiffness of the structure. In mathematical terms, it would consist in considering the macroscopic characteristic function $\chi$ jointly with the microscopic characteristic function $\chi_\mu$. Similar questions arise: how this problem, hereafter termed Point-to-point multiscale topology optimization problem, can be solved? What kind of algorithm should be used? In comparison with the macroscopic topology optimization and the Point-to-point material design, how much the cost function is reduced? How the time-consuming difficulties and nonlinearities are alleviate? How manufacturability constraints can be considered?

5.2 Point-to-point material design problem

In order to shed light to the posed questions, we introduce first the Point-to-point material design problem. Conceptually, it makes use of the computational multi-scale homogenization framework and the micro-structure topology optimization technique. More specifically, it attempts to determine the optimal micro-structure topology at every point of the macro-structure domain such that a macroscopic functional is maximized (see a representative sketch in Figure 5.3).

Figure 5.3: Point-to-point material design problem

Here the classical single-scale problem of determining the optimum distribution of a certain material mass at the macro-scale (or structural scale) is reformulated as a two-scale problem in the following sense: the goal is the optimal distribution of a given material mass, but now at the micro-scale level for every structural point (given the shape and topology at the structural scale).

5.2.1 Formulation of the Point-to-point material design problem

The Point-to-point material design is mathematically stated through:
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\[
\begin{align*}
\text{minimize } & \quad \int_{\Omega} \sigma : C_h^{-1}(\chi_\mu) : \sigma \\
\text{subjected to: } & \quad \int_{\Omega_\mu} \chi_\mu - V_\mu \leq 0, \\
& \quad \nabla \cdot \sigma = \rho b, \\
& \quad + \text{ Boundary conditions.}
\end{align*}
\]  

(5.3)

where the macroscopic stresses \( \sigma \) are defined by

\[
\sigma = C_h(\chi_\mu) : \nabla^s u
\]

(5.4)

and \( u \in H^1(\Omega) \) are the displacement solution of the equilibrium equation.

In equation (5.3), \( \chi_\mu \in \{0, 1\} \), refers to the characteristic function at the RVE, whose optimal spatial distribution (defining the topology of the RVE) is aimed at being obtained, and \( V_\mu \) refers to the volume fraction of the RVE. In this respect, the following aspects, specific for this multi-scale problem, have to be highlighted:

1. The objective function to be minimized is highly nonlinear and defined at the macro-scale level.
2. The design variables (the values of the characteristic function \( \chi_\mu \)) are defined at the micro-scale
3. The equilibrium equation couples both macro and micro levels since, although the stresses are defined at the macrostructure, the constitutive equation (5.4) depends on the micro-structural topology.
4. Since the number of design variables will be, in the discrete sense, of the order of the product of the macroscopic Gauss-point and microscopic Gauss-points (each RVE must be designed), the optimization problem may become computationally unaffordable.

Note the slightly but essential difference formulation between the *Point-to-point material design problem*, described in equation (5.3), with the *macroscopic topology optimization* problem, described in equation (5.1). The macroscopic characteristic design variable \( \chi \) turns into the microscopic characteristic design variable \( \chi_\mu \).

**Algorithmic separability** As pointed-out above, the addressed minimization problem in equation (5.3) entails multi-scale coupling and non-linear dependencies. A separation of the minimization problem is introduced here to overcome those difficulties. The original problem in equation (5.3) is rephrased as:

\[
\begin{align*}
\text{minimize } & \quad \int_{\Omega} \sigma : C_h^{-1}(\chi_\mu) : \sigma \\
\text{subjected to } & \quad \int_{\Omega_\mu} \chi_\mu - V_\mu \leq 0, \\
& \quad \nabla \cdot \sigma = \rho b, \\
& \quad + \text{ Boundary conditions.}
\end{align*}
\]

(5.5)

This subtle change could be thought as a different notation of the same problem or, even more stimulating, a way of solving the problem. Once in that
stage, and inspired by the divide and conquer approach, a tentative second step consists of solving the minimization problem locally, i.e., rewriting equation (5.5) as,

\[
\begin{aligned}
\text{minimize } & \int_{\Omega'} \sigma \\
\text{subjected to } & \frac{\int_{\Omega} \chi_{\mu} \sigma}{\sigma_{\mu}} - 1 \leq 0, \\
& \nabla \cdot \sigma = \rho b,
\end{aligned}
\]

(5.6)

where the leading change is the exchange between the minimization and the integral operator. Note that the equilibrium equation plus the boundary conditions are solved as a standard FEM equilibrium problem, that is,

\[
K(\chi_{\mu})u = F.
\]

(5.7)

Since all the unknowns and constraints of the minimization subproblem are defined locally at equation (5.5), the exchange can be done without altering the global solution. In other words, the micro-scale topologies that provide the minimum global (structural) compliance, are those micro-structure topologies that provide minimal “local compliances”.

**Algorithmic complexity** The algorithmic complexity (here understood as the number of operations to be performed) is tackled by considering a typical FEM discretization, involving, say, \( n \) finite elements at every scale and \( o(n^2) \) design variables (\( o(n) \) values of the characteristic function \( \chi_{\mu} \) at the RVE, times \( o(n) \) macroscopic sampling points). Hence, one optimization problem with a total of \( n_T = o(n^2) \) design variables has to be solved.

In contrast, problem (5.6), may be seen as a \( o(n) \) local design-variable optimization problem, solved \( o(n) \) times (one for every macroscopic sampling point). This makes an enormous difference in terms of the problem complexity and the corresponding computational cost.

With this new strategy, the local optimization problem is then sought, as iteratively solving the global equilibrium equation, starting with a given initial micro-structure topology distribution, and modifying it by a microscopic topology optimization algorithm leading to a new RVE topology (in an uncoupled way from the other RVE’s), until convergence. Thus, a natural strategy to solve the problem consists of solving each local optimization in a parallel fashion, or, in other words, with these approach, the problem becomes embarrassingly parallel. A similar approach is presented in [120].

### 5.2.2 Vademecum-based approach for computational cost reduction

Despite resorting to parallel computation, problem (5.6) still exhibits high complexity and it becomes computationally unaffordable for real-life problems. For this scenario, a more efficient approach is proposed here. The main idea consists of optimizing "a priori" a very large discrete-set of micro-structures, in the set of possible macro-stresses acting on the RVE, leading to the so-called
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Figure 5.4: Vademecum-based approach for material design problem. All the possible microscopic topology optimization problems are pre-computed. Instead of solving the corresponding microscopic topology optimization problem in each macroscopic Gauss point, the optimal topology is selected from the database (Computational Vademecum) leading to significant computational savings.

"Material Catalogue" or "Computational Vademecum" [43]. Then, when in the Point-to-point material design problem a certain optimal microstructure topology is requested, for a given stress-state at the macro-scale sampling point, the Vademecum is consulted and the closest optimal solution is extracted.

More precisely: given the mechanical properties of the base-material, the expensive computations requested for the Vademecum construction are done once-for-ever, in an off-line step, and the Vademecum outputs (typically the homogenized constitutive tensor, $C_h$, solution of equation (3.129), are stored in a data-base for, a sufficiently large, discrete set of entries $\sigma$.

The actual multi-scale material design problem is then performed "on-line", and it only involves a recursive equilibrium analysis at the micro-scale combined with consultations of the Vademecum. This translates into an impressive reduction of the computational cost of the on-line material design process. It is highlighted that the Vademecum remains the same for a given base-material, independently of the macro-scale structural problem aimed at being optimized.

Parametric domain description The parametric domain defines the range of the the space of all possible macroscopic stresses $\sigma$. Inspection of equation (5.6) shows that the modulus of $\sigma$ does not play any role in the determination of the optimal RVE topology. In fact, it can be readily proven that

$$
\chi_\mu = \arg \left\{ \min_{\chi_\mu} \frac{C_h^{-1}(\chi_\mu) : \sigma}{\|\sigma\|} \right\}
$$

s.t. $\int_{\Omega_\mu} \chi_\mu = V_\mu$

$$
(5.8)
$$
Therefore, $\frac{\sigma}{\text{modulus}}$ is the actual Vademecum entry. For 2D cases, the relevant entries are then made of unit-modulus stress vectors, which lie in the unit-radius sphere and can be parametrized in terms of the two Euler angles, $\phi$ and $\theta$. This is,

$$\sigma = \begin{bmatrix} \sigma_x \\ \sigma_y \\ \sigma_{xy} \end{bmatrix} = \begin{bmatrix} \cos(\phi)\cos(\theta) \\ \sin(\phi)\cos(\theta) \\ \sin(\theta) \end{bmatrix}.$$  \hspace{1cm} (5.9)

Hence, the parametric domain is represented by the unit radius sphere. Each point of the sphere can be seen as a micro-structure optimization case, which returns some homogenized elastic properties associated to an optimal topology (see Figure 5.5).

**Parametric domain discretization** For the subsequent examples, the sphere has been discretized by means of a structured mesh of 16386 points. However, the bottom half points need not to be computed because they have an homologous point at the top half of the sphere. This is because $\sigma$ or $-\sigma$, plugged in problem (5.8), result in the same objective function. Besides, only a quarter part of the top half of the sphere must be computed due to symmetries and mirroring. Consequently, an eighth of the whole sphere has been actually considered for the computations, resulting into 2145 points to be actually computed. It is also noticeable that every case/point is fully uncoupled from the others and, therefore, the Vademecum construction is optimally parallelizable in a distributed memory computer cluster.

By the use of the topological derivative and the Slerp algorithm fully explained in Chapter 3, some examples of this optimal RVE topologies can be seen in Figure 5.6.

Figure 5.5: The unit-radius spherical parametric domain (Computational Vademecum)
All the microscopic topologies have been computed fulfilling a solid volume fraction \( V_\mu = 0.6 \). It is worth mentioning that construction of such Vademecum requires a very robust methodology for the RVE topological design, so that, without the use of re-meshing, none of the desired entry points fails to be computed. In this sense, it has to be remarked that these results are obtained thanks to the use of the topological derivative concept, the Slerp algorithm and the Mixed Formulation (see Chapter 3). All cases converged for a constant value of the penalty \( \rho = 1 \), with a convergence tolerance \( \epsilon_\theta < 1^\circ \) and a tolerance on the volume constraint \( \text{TOL} < 0.001 \). In Figure 5.7, we show the structured mesh with 6400 linear triangle elements.

It is also remarkable from Figure 5.6, that, for many cases, the obtained optimal topologies are far from being intuitive. Associated to the optimal topologies, and based on problem (5.8), the corresponding RVE compliances for every point of the parametric space are computed, and they are displayed in Figure 5.8.

As explained in Chapter 2, the homogenized constitutive operator, \( C_h \), constitutes the relevant "output" of the Vademecum since this is the only data
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Figure 5.8: Optimal compliance values over the parametric domain retrieved from the micro-scale to the macro-scale computations (see equation (5.8)). Accordingly, in Figure [5.9] the Vademecum outputs for the optimal homogenized components of \( C_h \) are presented.

There, the major symmetries of \( C^h \) (symmetric character of the maps of the symmetric components) as well as the rotated mirroring \( C_{11} - C_{22} \) and \( C_{13} - C_{23} \) can be observed.

5.2.3 Algorithm for the Point-to-point material design

The strategy of the problem relies on the alternate direction algorithm, widely used in literature, see [3]. We explain carefully the details in Algorithm 5.1.

\begin{algorithm}
\caption{Alternate directions algorithm for the \textit{Point-to-point material design problem}.} \\
\textbf{Input:} Set an initial micro-structure topology distribution \( \chi^0_\mu \) with \( \sigma_0 \) as the stresses obtained by (5.7).

\begin{enumerate}
\item Selecting from the Computational Vademecum (the nearest point), solve
\[
\chi^{k+1}_\mu = \arg \min_{\chi_\mu} \sigma_k : C_h^{-1}(\chi_\mu) : \sigma_k \quad \text{s.t.} \quad \int_{\Omega_\mu} \chi_\mu = V_\mu
\]
\item Solve an standard equilibrium equation \( (u_{k+1}, \sigma_{k+1}) \) with \( \chi^{k+1}_\mu \) in (5.7).
\item Update stopping criteria \( \epsilon_k = \frac{||u_{k+1} - u_k||}{||u_k||} \).
\item If \( \epsilon_k < \text{TOL} \), then STOP. Otherwise increase iteration \( k = k + 1 \) and return to 1).
\end{enumerate}
\end{algorithm}
Figure 5.9: Maps of the constitutive tensor components on the unit-radius spherical parametric domain.
5.2.4 Numerical results of the Point-to-point material design problem

In order to assess the proposed approach some numerical examples are presented next. In all cases the solid volume fraction at the RVE is fixed to \( V_\mu = 0.6 \). As start point in the iterative process, a micro-structure with a centered circular void fulfilling the volume fraction constraint is considered over all the macroscopic domain (see Figure 5.10(a)).

**Cantilever Beam** The Point-to-point material design approach is first applied to the Cantilever beam example shown in Figure 5.10. The dimensions are 2 meter length \( \times \) 1 meter height, and plane stress conditions are assumed. The beam is loaded by a unit vertical point force, at the right end center, and it is clamped at the left end.

This rectangular macroscopic domain, is discretized into 2618 \( P_1 \) triangular elements. The elastic properties of the basis material are: Young Modulus \( E_\mu = 1 \) and Poisson ratio \( \nu_\mu = 0.3 \). In Figure 5.10, the evolution of the micro-structure topology, along the iterative design process is displayed.

In Figure 5.11, the evolution of the global cost function (structural compliance) and of the residue (in terms of displacements) of the alternate directions algorithm is depicted. As it can be checked there, four iterations suffice to achieve full convergence with a 30% reduction of the original compliance. The convergence ratio of the iterative process is at most linear, as expected from the used alternate directions algorithm.

**Bending Beam** The Point-to-point material design approach is now applied to a standard supported Bending beam. The same macroscopic domain is now discretized in 5056 linear triangular elements. The beam is loaded with a vertical unitary force at the mid-span (see Figure 5.12). The elastic properties of the basis material are: Young Modulus \( E_\mu = 1 \) and Poisson ratio \( \nu_\mu = 0.3 \).

The evolving micro-structure distribution during the iterative design process is depicted in Figure 5.12. In Figure 5.13, a fast convergence is achieved also in this case (six iterations) leading to almost 40% reduction of the structural compliance.

Note that, due to the Computational Vademecum, these two numerical examples have been solved in less than one minute of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab© environment.

5.3 Component-based approach for material design problem

One may argue that alternate direction algorithm 5.1 theoretically solves the Point-to-point material design problem (5.6). However, the results of the Point-to-point material design approach present relevant manufacturing limitations. Designing the material of a structure which has different micro-structure point to point seems unrealistic. Since this work aims at presenting clear realistic results, some additional constraints in problem (5.6) are now considered. It gives rise to the hereafter termed Component-based material design problem.
Figure 5.10: *Point-to-point material design approach* applied to the Cantilever beam example. Due to the alternate direction algorithm, convergence is achieved in few iterations. In addition, due to the *Computational Vademecum* or Material Catalogue, the cost of solving a microscopic topology optimization problem in each macroscopic sampling point is replaced by selecting the pre-computed optimal microscopic topology.

Figure 5.11: Compliance and residue evolution of the alternate directions algorithm applied to the Cantilever beam example solved by the *Point-to-point material design approach*. 
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Figure 5.12: Point-to-point material design approach applied to the Bending beam example. Due to the alternate direction algorithm, convergence is achieved in few iterations. In addition, due to the Computational Vademecum or Material Catalogue, the cost of solving a microscopic topology optimization problem in each macroscopic sampling point is replaced by selecting the pre-computed optimal microscopic topology.
5.3.1 Formulation of the problem

In order to establish such manufacturing constraints, the macro-structure is divided in several sub-domains and a constant micro-structure is imposed in each sub-domain. In optimization terms, it can be cast as,

$$\begin{align*}
\text{minimize} & \quad \sum_i \int_{\Omega_i} \sigma : C_h^{-1}(\chi_{\mu}) : \sigma \\
\text{subjected to:} & \quad \int_{\Omega_{\mu_i}} \chi_{\mu_i} \leq V_{\mu}, \\
& \quad \nabla \cdot \sigma = 0, \\
& + \text{Boundary conditions.}
\end{align*}$$

(5.10)

where $\Omega_i$ stands for the volume of each sub-domain ($\bigcup_i \Omega_i = \Omega$). Figure 5.14 depicts roughly how the Point-to-Point material design problem becomes the Component-based material design problem.

In this approach, it is supposed that the partition of the domain is provided...
by the user depending on its interests and manufacturing capacities. Nevertheless, aeronautical industry, among others, trusts on first producing by components and then assemble them. Thus, each component is build and manufactured independently and the partition of the domain is straightforwardly decided (each components stands for a sub-domain). In Figure 5.15, a representation of the component-based manufacturability is shown.

From the optimization point of view, the manufacturability constraints impose the same micro-structure in each component. This turns into a decrease of the number of design variables. Thus, the Component-based material design problem (5.10) can be seen a priori more affordable than the Point-to-Point material design problem. However, the opposite happens. On the one hand, the decoupling, shown in equation (5.8), no longer holds. On the other hand, the number of design variables increase simultaneously with the number of components.

5.3.2 Sub-optimal formulation of the component-based material design problem

These reasons give rise to propose, as a remedy, a re-formulation of the Component-based material design problem (5.10). In mathematical terms, we propose the following (sub-optimal but feasible) problem:

$$\min_{\sigma, \chi, \mu, \in \mathcal{V}} \sum_{i} \int_{\Omega_i} \sigma : C^{-1}_k(\mu, \chi) : \sigma$$

subjected to:

$$\nabla \cdot \sigma = 0,$$

+ Boundary conditions.

where \( \mathcal{V} \) corresponds to the Vademecum space

$$\mathcal{V} = \{ \chi, \mu \in L^\infty(\Omega, \{0, 1\}) | \chi, \mu \text{ solves problem (5.2)} \}$$

and \( n \) stands for the number of sub-domains. In other words, the possible micro-structure topologies are going to be searched in the Computational Vademecum, i.e., in the database generated off-line, even if they are not optimal with respect the current stress state of the sub-domain.

Instead of looking for the optimal micro-structure topologies of a sub-domain in the all possible micro-structure topology set, we rather prefer seeking it in the already computed Vademecum set. Certainly, as a disadvantage, it leads to sub-optimal solutions. Nevertheless, as an advantage, the computations of solving all the microscopic topology optimization problems (in each component in each iteration) are saved.

Defining \( \chi^{p2p}_\mu \) the solution of the Point-to-Point material design problem (5.5), \( \chi^{man}_\mu \) the solution of Component-based material design problem (5.10), and \( \chi^{com}_\mu \) the solution of the Sub-optimal component-based material design problem (5.11), the cost function certainly satisfies

$$J(\chi^{p2p}_\mu) \leq J(\chi^{man}_\mu) \leq J(\chi^{com}_\mu).$$

(5.13)
Figure 5.15: Aeronautical industry trusts on first producing the components and after assembling them. The components appear as a natural partition of the domain and entail manufacturing constraints that must be added to the topology optimization problem.
Since the Component-based material design problem (5.10) will not be tackled, hereafter the Sub-optimal component-based material design problem will be termed Component-based material design problem indistinguishably.

5.3.3 Algorithm of the component-based material design problem

As proposed in the Point-to-Point material design problem (5.5), an alternate direction algorithm is used for solving the Component-based material design problem (5.11). The resulting strategy mainly mimics, roughly speaking, the one proposed in the Point-to-Point material design problem. It takes advantage of the separability property (the sub-domains play the role of the Gauss points) and the computational savings due to the micro-structure database (Computational Vademecum).

However, for the material design iteration of Algorithm 5.1, an slightly different problem must be solved. More specifically, for a stress state value, instead of problem (5.2), the micro-structure topologies must solve the following problem

\[
\min_{\chi_{\mu} \in \tilde{\Omega}} \sigma : C^{-1}_h(\chi_{\mu}) : \sigma .
\]

(5.14)

In turn, since the Computational Vademecum space \(V\) (unit sphere) can be parameterized in two variables (\(\theta\) and \(\phi\)), problem (5.14) can be rewritten in the following terms,

\[
\min_{\theta,\phi} \int_{\Omega_i} \sigma : C^{-1}_h(\theta,\phi) : \sigma .
\]

(5.15)

In fact, an optimization problem of two variables must be solved for each sub-domain. More specifically, the optimization problem consists in finding in the unit sphere (Computational Vademecum), the point (micro-structure) that minimize the most the compliance.

In our case, we try all the possible constitutive tensors of our database, selecting the one that provides the minimum value of the cost. Certainly, better and more efficient procedures can be proposed. However, since the value of the constitutive tensor is already stored, only simple matrix-vector product must be computed. Our experience shows that this computational operation is much less significant than solving the FEM system of equations which, in computational terms, represents the bottle-neck of the problem. This strategy is summarized in Algorithm 5.2.

5.3.4 Numerical results of the component-based material design problem

Two numerical examples are performed in order to show the Component-based material design strategy.

Aerodynamic profile  We consider an aerodynamic profile as the first numerical example. Note that, from the structural point of view, it stands for a standard wing rib.
Algorithm 5.2 Alternate directions for the Component-based material design problem.

**Input:** Set an initial micro-structure topology distribution $\chi_{\mu_i}^0$ with $\sigma_0$ as the stresses obtained by (5.7).

1. For each sub-domain $i$, selecting from all the Computational Vademecum $\mathcal{V}$, take

   $$\chi_{\mu_i}^{k+1} = \arg\left\{ \min_{\chi_{\mu_i} \in \mathcal{V}} \int_{\Omega_i} \sigma_k : C^{-1}_h(\chi_{\mu_i}) : \sigma_k \right\}$$

2. Solve a standard equilibrium equation $(u_{k+1}, \sigma_{k+1})$ with $\chi_{\mu_i}^{k+1}$ in (5.7).

3. Update stopping criteria $\epsilon_k = \frac{||u_{k+1} - u_k||}{||u_0||}$.

4. If $\epsilon_k < \text{TOL}$, then STOP. Otherwise increase iteration $k = k + 1$ and return to 1).

---

Although the bending forces and the instabilities such as buckling, strongly determine the optimal design, we assume plane stress state. In addition, the aerodynamic forces (Lift $L = 10$ and Drag $D = 1$) are modeled as singular forces applied on the aerodynamic center (see Figure 5.16). The aerodynamic profile is discretized with the unstructured mesh and the domain is partitioned in four components (see Figure 5.16).

As a starting point, micro-structure topologies with a circular hole that fulfills the desired fraction value $V_{\mu_i} = 0.6$ are considered. Thus, the initial iteration corresponds indeed to a feasible iteration. In order to shed light on the alternate direction algorithm [5.33] of the component-based material design problem, we show, in Figure 5.17, the descent different directions in different columns. In the first column, we solve an equilibrium equation, which in optimization terms, leads to minimize the compliance with respect to the stresses $\sigma$. The decrease on the cost due to the equilibrium is represented in blue on the cost function line. On the contrary, the decrease on the cost when selecting the optimal micro-
structures (minimizing respect to $\chi_\mu$) is shown in red and it is represented on the second column of Figure 5.17.

Note that the algorithm converges extremely fast, almost one iteration of minimizing with respect to $\chi_\mu$ is needed to decrease the major part of the cost function. In this case, the optimal component-based material design solution provides an increasing of around a 16% of the stiffness with respect to the initial iteration by providing appropriate micro-structures on each component.

Bending beam We present the bending beam as the second Component-based material design example. The dimensions are 2 meter length $\times$ 1 meter height, and plane stress conditions are assumed. The domain is discretized with a non-structured mesh with 5056 linear triangular element. The elastic properties of the basis material are: Young Modulus $E_\mu = 1$ and Poisson ratio $\nu_\mu = 0.3$. In addition, the domain is regularly partitioned in 8 sub-domains (see Figure 5.18). The starting micro-structure topologies are taken as in the aerodynamic profile example. In Figure 5.18, intermediate and final iterations are also shown.

Note that, in this case, the Component-based material design algorithm converges in just four iterations.

5.3.5 Comparison between Point-to-point and Component-based material design problem

At this point, it is convenient to compare the Point-to-point and Component-based material design approaches. Certainly, both approaches tackle the same optimization problem with the difference that the former includes more number of design variables. According to equation (5.13), this fact should result into smaller values of the cost function. In Figure 5.19, the cost function for both approaches, in the case of the Bending beam example, is depicted. As expected, the Point-to-point material design approach achieves smaller values of the cost function.

In the case of Point-to-point material design approach, the compliance decreases around 35% while in the case of Component-based material design approach the compliance decreases around 18%. In both cases the stopping criteria is taken as $\epsilon_k = 10^{-2}$. Note that, although a strong non linearity is faced, convergence is achieved in just few iterations. Additionally, it is worth stressing that, due to the Computational Vademecum, this two numerical examples have been solved in less than five minutes of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab\textsuperscript{©} environment.
Figure 5.17: Aerodynamic profile example of the problem. Representation of the micro-structure history iterations. In the left column, the cost is minimized respect to $\sigma$ and it is shown in blue in the cost. In the right column, the cost is minimized respect to $\chi_\mu$ and it is represented in red. This representation of the iterations spreads the spirit of the alternate direction algorithm.
Figure 5.18: Component-based material design problem applied to the bending beam example. Homogeneous material distribution is used in the first iteration and different micro-structures appear during the iteration process. The material is not designed Point-to-point, the same micro-structure is designed in all the sub-domain (fulfilling manufacturing constrains).
5.3.6 Consistency and efficiency

At this point, two different kind of approaches have been proposed to solve the problem: the Point-to-point material design approach that leads to optimal solutions without considering manufacturing conditions and the Component-based material design approach that considers manufacturing conditions at the cost of achieving sub-optimal solutions.

As mentioned in (5.11), the main idea of the Component-based material design approach lies on assuming homogeneous material distribution in each sub-domain. In principle, the sub-domain partition is a priori decided by the user depending on the particularities of the problem. However, it seems clear that, for a fixed domain, the number of variables of the optimization problem increases insofar as the number of sub-domains increases and, consequently, the objective function may decrease.

Therefore, the following question arises naturally: does a sequence of problems solved by the Component-based material design approach, in which the number of subdivisions increases, converge to the solution of the problem solved by the Point-to-point material design approach when the size of the sub-domains coincides with the size of the elements? In other words, if the Component-based material design approach is applied to a problem with the size of the elements of the size of the sub-domain and its compliance is compared with the compliance obtained by the Point-to-point material design approach, do we obtain the same values? If this is the case, we say that the Component-based material design approach is a consistent approach.

Similarly, the second question arises as: if in the case of the study, the size of the sub-domain can be arbitrary decided, which size should be selected, and how will it influence on the cost function? This second question, later explained, is related with the efficiency concept.

Consistency Let’s study a sequence of Component-based material design problems in which the number of sub-domains increases so that in the last cast each sub-domain coincides with the size of the elements. Then, we compare with
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Figure 5.20: A sequence of problems, with different number of sub-domains, is represented. The aim is to study the convergence of the Component-based material design approach to the Point-to-point material design approach.

To this end, we apply both methodologies to the Bending beam example. The domain is discretized with a regular coarse mesh of 128 $Q_1$ elements. We consider $Q_1$ Finite Elements since they can be easily identified as a square sub-domain.

The sequence of problems with different sub-domains starts by considering the problem with only one sub-domain (homogeneous material distribution over all the domain). Then it is divided in 2, 8, 32 and 128 sub-domains. A full illustration of the sequence of problems used for the computations is shown in Figure 5.20. Regarding the boundary conditions, a concentrated force is applied in the middle top part of the domain and it is supported on the bottom corners. The dimension of the domain is 2x1.

We depict in Figure 5.21 the values of the compliance.

We observe that in each case the minimums of the compliance decrease monotonically as the number of sub-domains increases. The increasing number
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Figure 5.21: Representation of the compliance values as a function of the number of iterations for the sequence of sub-problems shown in Figure 5.20. In sky-blue, the compliance for the Point-to-point material design approach is depicted. As expected, the Point-to-point material design solution behaves as a lower bound of the Component-based material design approach.

The compliance of the Point-to-point material design approach is also included in Figure 5.21 as a reference. This solution can be interpreted as a lower bound of the Component-based material design approach. This result illustrates the inequality constraint state in relation (5.13). Note that the compliance value obtained in this case of 128 sub-domains, in which the elements and sub-domains coincide, is not equal to the value of the Point-to-point material design approach. The reason lies in the fact that, in the 128 sub-domains, the four Gauss point of each $Q_1$ element takes the same micro-structure while this is not the case in the Point-to-point material design approach. Hence, it achieves smaller values on the cost. In Figure 5.22, we can observe how the solution of the Point-to-point material design approach converges to the Component-based material design approach.

**Efficiency** To this end, we define the efficiency parameter $\eta_{eff}$ as the normalized difference between the optimal solution obtained by the Point-to-point material design $\chi_{\mu}^{2p}$ and the sub-optimal solution obtained by the Component-based material design $\chi_{\mu}^{com}$ with a fixed number of sub-domains, that is,

$$\eta_{eff} = \frac{|J(\chi_{\mu}^{com}) - J(\chi_{\mu}^{2p})|}{J(\chi_{\mu}^{2p})},$$

(5.16)

According to the compliance inequalities stated in relation (5.13) holds, the efficiency parameter takes always positive values. In Figure 5.23, we depict the variation of the efficiency parameter with the number of sub-domains.
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Figure 5.22: Convergence of the Component-based material design approach to the Point-to-point material design approach. The compliance values are represented in blue for the sequence of problems using the Component-based material design approach shown in Figure 5.20. In red, the optimal value of the compliance obtained by the Point-to-point material design approach. Note the convergence of both approaches as the number of sub-domains converge to the number of elements.

Figure 5.23: Representation of the efficiency parameter $\eta_{eff}$ as a function of the number of sub-domains. With just a small number of sub-domains, the solution is close the optimal (theoretical) solution. In view of this, Component-based material design allows obtaining manufacturing design at the cost of slightly reducing the stiffness of the structure.
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We first observe how the efficiency value increases when the number of sub-domains increases but this is at the cost of adding manufacturing limitations. Thus, the problem is governed by a trade-off between efficiency and manufacturing aspects. Figure 5.23 rather than determining the optimal number of sub-domain, shows the dependency between the efficiency and the number of sub-domains. The determination of the appropriate number of sub-domains falls on the interests and limitations of the user. In this sense, note that, in Figure 5.23, with only one sub-domain, i.e, by just deciding the optimal micro-structure used in the whole domain, we obtain almost a 50% of efficiency. Note that the efficiency considerably increases with a slight increase of the number of sub-domains. This result shows that with just a small number of sub-domains, the solution is close to the optimal (theoretical) value.

5.4 Multi-scale topology optimization

At this point, instead of the standard macroscopic topology optimization problem, the Point-to-point material design approach (or the Component-based material design approach when considering manufacturing constraints) has been used to maximize the stiffness of the structure by considering the micro-structure topologies, instead of the macroscopic topology, as a design variable. However, one could maximize the stiffness of a structure by designing at the same time the macroscopic topology and the material design (microscopic topology in each macroscopic Gauss point). Hence, this problem is, hereafter, termed multi-scale topology optimization. Similarly, the multi-scale topology optimization may result into a Point-to-point or Component-based topological optimization.

5.4.1 Point-to-point multi-scale topology optimization

The main idea relies on solving a macro-structural optimization problem and, simultaneously, solve a Point-to-point material design problem in each iteration. This procedure is possible because of the efficient and the reduced time-consuming approach produced by the Computational Vademecum strategy. In mathematical terms, it can be understood as a generalization of the alternate direction algorithm by adding a new variable $\chi$, which corresponds to the standard macro-structure topology optimization design variable. More specifically, due to the alternate direction algorithm, during the iterations, we can uncouple the macroscopic topology problem with the Point-to-point material design problem. For solving the latter, we naturally take profit of the algorithm proposed in section 5.2.3.

Formulation Formally, the two-scale topology optimization problem can be presented in the following terms,

$$\begin{align*}
\text{minimize} & \quad \int_{\Omega} \chi \sigma : C^{-1}_h (\chi \mu) : \sigma \\
\text{subjected to:} & \quad \int_{\Omega_n} \chi \mu \leq V_n,
\n& \quad \nabla \cdot \sigma = 0, \\
& + \text{Boundary conditions.}
\end{align*}$$

(5.17)
The addition of the characteristic function $\chi$ extends the Point-to-point material design problem to the Point-to-point multi-scale topology optimization problem. Certainly, the comments described in the material design version remains true in the multi-scale version. Only, the additional difficulties of designing the macro-scale must be considered. Thus, the multi-scale topology optimization problem presents, even more evidently, strong non-linearities and high time-consuming computations. The number of design variables are of the order of the macroscopic Gauss-points times the microscopic Gauss-points for $\chi_{\mu}$ plus the order of macroscopic Gauss-points of $\sigma$ and $\chi$. Thus, in this problem, finding remedies to tackle the unaffordable computational cost of multi-scale topology optimization problem is mandatory.

Algorithm We propose a particular alternate direction algorithm in order to solve problem 5.17. More specifically, for each macroscopic topology optimization iteration, we solve a Point-to-point material design problem. Thus, the proposed alternate direction algorithm, alternates non-uniformly between the directions. In mathematical terms, we can re-formulate problem (5.17) as

$$
\min_{\chi} \min_{\sigma, \chi_{\mu}} \int_{\Omega} \chi\sigma : C_h^{-1}(\chi_{\mu}) : \sigma \\
\text{s. t.} \quad \int_{\Omega_{\mu}} \chi_{\mu} \leq V_{\mu}, \\
\nabla \cdot \sigma = 0, \\
+ \text{Boundary conditions. (5.18)}
$$

Thus, the problem is to find, for a fixed macroscopic topology $\chi$, the solution of the inner $\min_{\sigma, \chi_{\mu}}\sigma$ problem (or loop) and then compute an iteration of the $\min_{\chi}$ problem (or outer loop) in the Slerp algorithm. Therefore, the algorithm can be devised as an appropriate combination of the Slerp algorithm 3.1 and the Point-to-point material design algorithm 5.1. Full details are described in Algorithm 5.3.

Algorithm 5.3 Point-to-point multi-scale topology optimization algorithm. It is devised as a shrewd combination of the Slerp and alternate directions algorithm. For each macroscopic topology optimization iteration of the Slerp algorithm, we solve a Point-to-point material design problem.

1: Init: choose initial $\psi_0$, $\theta_{min}$, tol, $r_{min}$, $\lambda_0$, $\rho$ and $C_h^0$
2: while $\theta_n \geq \theta_{min}$ or $r_n \geq tol$ do
3: update $\psi_{n+1}, r_{n+1}, \lambda_{n+1}, \theta_{n+1}, g_{n+1}$ from Algorithm 3.1 with $C_h^n$
4: compute $\sigma_{n+1}, u_{n+1}$ and $C_h^{n+1}$ as a converged solution of problem 5.3 using Algorithm 5.1

It is worth stressing that this strategy is only possible because of the reduced time-consuming computation (due to the Computational Vademecum) needed for solving the Point-to-point material design problem.

5.4.2 Component-based multi-scale topology optimization

A further step entails manufacturing considerations. Emphasis is placed on the complexity of the problem. The addressed two-scale optimization problem
presents not only strong non-linearities and large time-consuming computations, but also manufacturing constraints. To tackle it, we mimic the remedies proposed in the Component-based material design problem described in 5.11 for considering the manufacturing constraints. Thus, on the one hand, the material design problem is constrained to adopt, in each sub-domain, the same micro-structure. On the other hand, since the micro-structures are limited to the ones computed in the data-base, we solve a modified and sub-optimal problem.

Formulation  More concretely, the Component-based multi-scale topology optimization can be formally formulated as

$$\begin{align*}
\text{minimize} \quad & \sum_{i} \int_{\Omega_i} \chi \sigma : \mathbb{C}_h^{-1}(\chi_{\mu_i}) : \sigma \\
\text{subjected to:} \quad & \int_{\partial \Omega} \chi_{\mu} \leq V_{\mu}, \\
& \nabla \cdot \sigma = 0, \\
& \text{Boundary conditions.}
\end{align*}$$

(5.19)

where $n$ stands again for the number of sub-domains. Although the micro-structure topology is constant in each sub-domain, the optimization problem still considers a huge number of design variables. Note that, in the Component-based material design problem, the micro-structure is requested to be found in the Computational Vademecum.

Algorithm  A natural way of extending the Component-based material design algorithm 5.2 to the Component-based multi-scale topology optimization problem is to adapt Point-to-point multi-scale topology optimization algorithm 5.3. In fact, the major difference lies on the way that the microscopic topologies $\chi_{\mu_i}$ are determined. Accordingly, these variables, instead of being solved from the Point-to-Point material design problem (5.3) with Algorithm 5.1, will be determined by solving the Component-based material design problem (5.11) with Algorithm 5.2. Note that again, this algorithm, alternates non-uniformly between directions. In mathematical terms, it consists of re-formulating problem (5.19) into

$$\begin{align*}
\min_{\chi} \quad & \min_{\sigma, \chi_{\mu_i} \in V} \sum_{i} \int_{\Omega_i} \chi \sigma : \mathbb{C}_h^{-1}(\chi_{\mu_i}) : \sigma \\
\text{s. t.} \quad & \int_{\partial \Omega} \chi_{\mu} \leq V_{\mu}, \\
& \nabla \cdot \sigma = 0, \\
& \text{Boundary conditions.}
\end{align*}$$

(5.20)

Thus, similarly to the point-to-point version, the problem is, first, to solve and converge the inner $\min_{\sigma, \chi_{\mu_i} \in V}$ problem (or loop) and then compute an iteration of the $\min_{\chi}$ problem (or outer loop) in the Slerp algorithm. This final strategy is presented in Algorithm 5.4.

Again, the Computation Vademecum strategy allows this problem in affordable times.
Algorithm 5.4 Component-based multi-scale topology optimization algorithm.
It is devised as a shrewd combination of the Slerp and alternate directions algorithm. For each macroscopic topology optimization iteration of the Slerp algorithm, we solve a Component-based material design problem.

1: \textbf{Init}: choose initial $\psi_0$, $\theta_{\text{min}}$, tol, $\kappa_{\text{min}}$, $\lambda_0$, $\rho$ and $C^n_0$
2: \textbf{while} $\theta_n \geq \theta_{\text{min}} \text{ or } c_n \geq \text{tol}$ \textbf{do}
3: \quad Update $\psi_{n+1}$, $\lambda_{n+1}$, $g_{n+1}$ from Algorithm 3.1 with $C^n_0$.
4: \quad Compute $\sigma_{n+1}$, $u_{n+1}$ and $C^n_{n+1}$ as a converged solution of problem 5.11 using Algorithm 5.2.

5.4.3 Numerical results

In the following, two numerical examples are shown in order to assess the performance of the Point-to-point and Component-based multiscale topology optimization problems.

Cantilever beam As a first example, the standard Cantilever beam is considered. The 2x1 domain is discretized with a structured mesh of 10704 elements. As shown in Figure 5.24, a concentrated force in the right side is applied whereas homogeneous Dirichlet boundary conditions (clamped) in the left side are imposed. The simulation starts with full material everywhere, the fraction volume is enforced to be $V = 0.6$ and we take $\lambda_0 = 0$ and $\rho = 1$. The stop criterion is taken as $\epsilon_\theta = 1^9$ and $TOL = 10^{-3}$.

The aim is to compare all the proposed strategies and obtain an insight of its performance. In Figure 5.25, we evaluate the improvement of the compliance. First, in the left column, fixed micro-structure over all the domain (homogeneous) is considered, i.e., a standard macro-structure topology optimization problem is solved. Secondly, in the middle column, apart from the macro, the material design problem is point-to-point considered, i.e., the Point-to-point multi-scale topology optimization problem is solved. Finally, in the third column, we show the solution of the Component-based multi-scale topology optimization problem. To be fair in the comparison, in the macro-structure topology optimization case, we have considered a micro-structure with a feasible fraction volume $V_\mu = 0.6$.

Regarding the different algorithms, the left column shows how Algorithm 3.1 solves problem 3.35, the middle one, how Algorithm 5.3 solves problem 5.17, and the right one, how Algorithm 5.4 solves problem 5.19. In rows, we show some intermediate iterations and the final one.

Owing to the computational savings already mentioned in the section (no
Figure 5.25: Multi-scale topology optimization of the Cantilever beam. In the left column, the macro-scale topology optimization is solved. In the middle column, the Point-to-point multiscale topology optimization is solved. In the right column, the Component-based multiscale topology optimization is solved. Cost function values are shown in the last row.
Figure 5.26: Compliance values of the Cantilever beam example along the iterations. In black, the compliance when using the macro-structure topology optimization approach. In blue, the compliance when using the Point-to-point multi-scale topology optimization approach. In red, the compliance when using the Component-based multi-scale topology optimization approach.

micro-structure computations are considered in the on-line process), we could solve all the problems in less than ten minutes of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab© environment.

Interestingly, note that, on the one hand, we observe how the micro-structure topology design tries to mimic the macro-structure topology. On the other hand, as explained in Chapter 4, the microscopic topology clearly determines the macro-structure topology.

From the performance point of view, in Figure 5.26, we could see in black, the compliance when using the macro-structure topology optimization approach; in blue, the compliance when using the Point-to-point multi-scale topology optimization approach; and in red, the compliance when using the Component-based multi-scale topology optimization approach.

After decreasing a 40% of the mass in the three cases allowing the possibility of designing the microscopic topology, the structure increases its stiffness in a 30% in the Point-to-point multi-scale topology optimization problem and in a 21% in the Component-based multi-scale topology optimization problem with respect to the Macro-structure topology optimization solution.

Aerodynamic profile As a second example, the aerodynamic profile is considered. The Aerodynamic forces, computed by the strength vortex method [2], and the displacement boundary conditions are shown in Figure 5.27.

The aerodynamic profile is discretized with an unstructured mesh of 7003 \( \mathbb{P}_1 \) finite elements (see Figure 5.28a). The domain is partitioned (see Figure 5.28b) in the skin (red), the spar (blue) and the rib (gray). The domain is started with full material, the final fraction volume is enforced to be \( V = 0.6 \) and we take \( \lambda_0 = 0 \) and \( \rho = 1 \). The stopping criteria is taken as \( \epsilon_\theta = 1^9 \) and \( TOL = 10^{-3} \).

The results are shown following the same structure of the Cantilever Beam example. First, in the left column, fixed micro-structure over all the domain
Figure 5.27: Schematic drawing of an Airfoil geometry. A strength vortex method [2] has been used to compute the aerodynamic forces. The displacement conditions has been imposed to circumvent solid body motions.

(a) The aerodynamic profile is discretized with an unstructured mesh of 7003 $P_1$ finite elements

(b) The skin (red), the spar (blue) and the rib (gray) represent the sub-domains of the aerodynamic profile
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<table>
<thead>
<tr>
<th>Macro-structure topology optimization</th>
<th>Point-to-point multiscale topology optimization</th>
<th>Component-based multiscale topology optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 5.28: Multi-scale topology optimization of the Aerodynamic profile example. In the left column, the is solved. In the middle column, the Point-to-point multiscale topology optimization is solved. In the right column, the Component-based multiscale topology optimization is solved. Cost function values are shown in the last row.

(homogeneous) is considered, i.e., a standard macro-structure topology optimization problem is solved. Secondly, in the middle column, apart from the macro, the material design problem is point-to-point considered, i.e., the Point-to-point multi-scale topology optimization problem is solved. Finally, in the third column, we show the solution of the Component-based multi-scale topology optimization problem. To be fair in the comparison, in the macro-structure topology optimization case, we have considered a micro-structure with a feasible fraction volume $V_\mu = 0.6$.

Owing to the computational savings already mentioned in the Computational Vademecum section (no micro-structure computations were required in the on-line process), we could solve all the problems in less than ten minutes of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab® environment.

Again, it is noticeable how the micro-structure optimal topologies try to mimic the macro-structure optimal topology. This reveals the strong coupling
between the microscopic and the macroscopic topologies.

Similarly to the Cantilever beam example, from the performance point of view, in Figure 5.29, we could see the different compliance values along the iterations. In black, the compliance when using the macro-structure topology optimization approach. In blue, the compliance when using the Point-to-point multi-scale topology optimization approach. In red, the compliance when using the Component-based multi-scale topology optimization approach.

After decreasing a 40% of the mass in the three cases, when we allow the possibility of designing the microscopic topology, the structure increases its stiffness in a 27.7% in the Point-to-point multi-scale topology optimization problem and in a 14.8% in the Component-based multi-scale topology optimization problem. Certainly, the latter achieved smaller reduction of the cost. Nevertheless, it considers manufacturing constraints. These encouraging results evidence that considering the material design (Component-based) in the macroscopic topology optimization problem is highly recommended. Significant improvements (15%) on the stiffness are obtained with non significant extra computational time (due to the Computational Vademecum).

5.5 Comments and limitations

In view of the multi-scale topology optimization results, a significant improvement of the stiffness is achieved with a strategy that entails no high time-consuming computations. However, it is convenient to comment some comple-
mentary aspects and some limitations of the problem.

### 5.5.1 Anisotropic topological derivative

In Chapter 4, the anisotropic topological derivative has been obtained and some numerical examples have confirmed its importance. However, when dealing with multi-scale topological optimization problems, the importance of the anisotropic topological derivative is even more evidenced. The optimal microscopic topology confers to the macro-structure (in each Gauss point) an anisotropic constitutive tensor. Certainly, although the isotropic topological derivative may be a reasonable descent direction, the anisotropic topological derivative permits solving the multi-scale topological optimization problem properly.

### 5.5.2 Saddle-point formulation

An important aspect to be highlighted is related with the statement of the problem. More specifically, in the problem, the stresses $\sigma$ have been taken as the design variables for the equilibrium equation. However, alternatively, using the displacement $u$ or the strains $\varepsilon$ would have been more natural. For more details of the two different formulation, we refer the reader to Chapter 1 of the reference book [31].

The problem expressed in terms of the displacement $u$ is as follows,

$$\begin{align*}
\text{maximize} \quad & \chi_{\mu} \\
\text{minimize} \quad & u \\
\text{subjected to:} \quad & \int_{\Omega} \varepsilon(u) : C_h(\chi_{\mu}) : \varepsilon(u) - \int_{\partial \Omega} t u \\
& \int_{\Omega_{\mu}} \chi_{\mu} \leq V_{\mu}, \\
& + \text{Boundary conditions.}
\end{align*}$$

(5.21)

On the contrary, the material design problem expressed in the complementary energy and depending on the dual variables $\sigma$ is written as,

$$\begin{align*}
\text{minimize} \quad & \chi_{\mu} \\
\text{minimize} \quad & \sigma \\
\text{subjected to:} \quad & \frac{1}{2} \int_{\Omega} \sigma : C_h^{-1}(\chi_{\mu}) : \sigma \\
& \int_{\Omega_{\mu}} \chi_{\mu} \leq V_{\mu}, \\
& \nabla : \sigma = 0, \\
& + \text{Boundary conditions.}
\end{align*}$$

(5.22)

Note that the primal formulation ($u$) consists on a saddle point problem whereas the dual formulation ($\sigma$) consists on a classical minimization problem. A priori, the use of one or other formulation is arbitrary. This difference on the formulation could seem innocent, however the opposite is the case. Our numerical experience evidenced that the success depends on the approach. The problem formulated in displacements has been tackled with no success. In the alternate direction algorithm, the iteration that should maximize the cost (changing the micro-structure topologies, i.e., changing variable $\chi_{\mu}$) advances overmuch leading the algorithm to diverge. The dual formulation seems to be better posed than the primal formulation.
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Figure 5.30: On the left, a minimization (min min) version of the material design problem. The stresses are regarded as design variables (dual formulation). On the right, a saddle point (max min) version of the material design problem is presented. The displacement are considered as the design variables (primal formulation). Since we have observed convergence difficulties in the saddle-point version, we have used the dual formulation in the material design problem.

\[
\begin{align*}
\min_{x_{\chi}} & \min_{x_{\mu}} \frac{1}{2} \int_{\Omega} \sigma : C_\chi^{-1}(x_{\mu}) : \sigma - \int_{\Omega_{\chi}} x_{\mu} \leq V_{\mu}, \\
& \nabla \cdot \sigma = 0, \\
& \text{s. t.} \quad + \text{(B. C.)}
\end{align*}
\]

Figure 5.31: Different kind of micro-structures geometries that fulfill periodic boundary conditions. The possibility of using other kind of micro-structure geometries allow obtaining extreme materials with more optimal constitutive tensors. The Computational Vademecum conceives incorporating improved micro-structures with no needs of modifying the proposed methodology.

As a remark, note that all this difference on the formulation is because of considering the compliance as a cost function. If, for instance, the volume is considered, no primal and dual formulation would appear (in the sense of minimizing the topology and displacements) and other algorithms (different from the alternate direction algorithm) should be considered.

This analysis of the primal and dual formulation is schematically shown in Figure 5.30.

5.5.3 RVE geometry as a design variable

Having all the results of the material design and multiscale topology optimization problem in mind, it is convenient to comment some aspects about the RVE geometry. Up to now, the macroscopic stiffness of the structure has been maximized by means of the macroscopic topology \( \chi \) and the microscopic topology \( \chi_{\mu} \). Regarding the latter, a square domain of the micro-structure have been used. However, other choices are possible. For instance, one could think on extending the space of design variables by introducing the geometry of the RVE. The possible geometries of the RVE are restricted to the ones that fulfill periodic boundary conditions (see section 2.33). Triangles, rectangles or hexagons are some examples.

In pursuing extreme materials, Sigmund in [31] uses, for example, parallelogram geometries. See also work [108] for more details.

Note that, square, rectangular and hexagon geometries are indeed a particu-
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Figure 5.32: On the left, an optimal topology of a square RVE, on the right, a rank-2 laminate micro-structure. The Computational Vademecum can be improved by considering all kind of micro-structures (not only square RVEs). In the case of compliance, it can be seen that the optimal values are achieved when considering rank-2 laminates. [7].

lar case of the parallelogram. To be specific, one could parametrize the RVE by the inclination angle of the parallelogram and the aspect ratio of the sides. The square, the rectangle and the hexagon geometry can be recovered by considering specific values of these two variables. Thereby, the micro-structure design variables can be extended to the micro-structure topology jointly with inclination angle and the aspect ratio of the parallelogram. Thus, the possibility of using other geometries enhance the space of optimal solutions and the final optimal macro-structure may increase its stiffness.

Thus, the interest now deals with solving the material design problem not only respect to the topology but also respect to the geometry. In the case of the compliance, Allaire presents significant results in book [7]. It asserts that the optimal constitutive tensor is obtained after an homogenization process of a rank-2 laminate RVE.

Referring to our work, the idea of increasing the design variable space or the possibility of using rank-2 laminates would complement the Computational Vademecum approach. Rather than being a drawback, it would enrich the pre-computed database. To this aim, it would be required to exchange the actual topologies and constitutive tensors (obtained with square RVEs) by the new optimal ones.

To our best knowledge, this fact is a clear advantage of the Computational Vademecum approach. The database can be improved if more optimal topologies are found or some manufacturing constraints must be added. However, the approach remains the same. Thus, the Computational Vademecum concept confers robustness and room for improvement to the approaches (material design and multi-scale topology optimization) proposed in this Chapter for increasing the stiffness of a structure.

5.5.4 Limitations

In view of the Point-to-point and Component-based multi-scale topology optimization results, an important improvement of the stiffness (30% and 21%) has been achieved. In addition, the idea of generating the Computational Vademecum offers an appropriate and reduced time-consuming approach for solving the non-linear and large-scale optimization problem. However some inconveniences appear.
First, the Computational Vademecum is limited to a specific fraction volume. However, one could naturally think on extending the Computational Vademecum with an extra variable. Certainly, it would entail additional computations.

Second, in the void part of the domain, the microstructure topologies are also optimized. From the physical point of view, this option seems to be unreasonable. However, it is worth stressing that, strictly speaking, the void part behaves as a weak material and designing the micro-structure makes perfect sense. To avoid these computations, one may deactivate the void elements.

Finally, another clear limitation deals with extending the methodology to 3D problems. In this sense, the dimensions of the Computational Vademecum would significantly increase and the parametric space could no longer be represented by the unit sphere. However, one could replace the multi-scale topology optimization by a sub-optimal problem in which the optimal micro-structure topologies are sought in a reduced and representative sub-domain of the parametric domain. This study is left for future work.

5.6 Summary and conclusions

The present chapter addressed multi-scale topology optimization problems. Accounting for a two-scale computational homogenization scheme ($FE^2$), the optimization problem is governed by the influence of the design variables (defined at the micro-scale or, additionally, at the macro-scale) in the cost function (defined at the macro-scale).

To this aim, we first presented the Point-to-point material design problem as an alternative to the macroscopic topology optimization problem to maximize the stiffness of a structure. Likewise, in order to achieve manufacturing (and consequently sub-optimal) designs, a Component-based material design problem was also introduced.

The high complexity of the problem, which accounts for the few works devoted in the literature to this topic, was examined. A material catalog, termed Computational Vademecum in the present work, was built as an off-line computation to mitigate the unaffordable time-consuming computations of the problem. It allows circumventing the micro-structure topology-design effort in each sampling macroscopic point (in the Point-to-point material design case) or component (in the Component-based material design case) by selecting from the Computational Vademecum the pre-computed optimal microstructure topology. On the one hand, it is worth stressing that the Slerp algorithm jointly with the Mixed formulation presented in Chapter 2, manages to converge more than 2000 microscopic topology optimization problems. This success strengthens the use of the Slerp algorithm and exhibits its robustness. In addition, once the Computational Vademecum is available, it can be repeatedly consulted by any structure made of the same base material.

To deal with the strong non-linearity of the problem, an alternate direction algorithm was proposed. The results showed that a few number of iterations are needed to converge the problem. This finding suggests its use in multi-scale topology optimization problems. A key strength of both Point-to-point and Component-based material design approaches is that a considerable improvement of the structural stiffness (30% and 15% respectively) was achieved.

Additionally, we examined the convergence of the Component-based material
design approach to the Point-to-point material design approach, which results in a consistent relation between both approaches. Furthermore, the presented efficiency parameter helped on determining the appropriate number of components, which is governed by the trade-off between the stiffness of the structure and the manufacturability constraints.

A second and even more stimulating part of the study consists in using complementary (instead of alternatively) the Point-to-Point or Component-based multiscale topology optimization jointly with the macroscopic topology optimization problem. Since the optimal microscopic topologies collected in the Computational Vademecum confers anisotropic constitutive tensors, the anisotropic macroscopic topology optimization problem accounts for the use of the anisotropic topological derivative, obtained in Chapter 4.

The Point-to-Point and Component-based multiscale topology optimization provided an additional (around 25% and 15%) increase of the stiffness over the already increase obtained by the macroscopic topology design. In addition, due to the Computational Vademecum concept, all the examples were solved in less than ten minutes of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab© environment. When examining the results, a strong coupling between the macro and micro scale, not only from the mechanical point of view but also from the topological point of view, were observed. Yet, the numerical examples confirmed the success of the dual formulation (in stresses) rather than the primal formulation (in strains).

Nowadays, the Computational Vademecum concept could be straightforward adapted to industrial problems. The current RVEs would be replaced by a standard composite material and the microstructure design variables by the orientation of fibers and number of plies.

Regarding the short future, if new optimization tools appear for obtaining improved microscopic topologies, the Computational Vademecum can be enhanced replacing the current microstructure topologies by the improved ones. The micro-structures would be replaced, but the Computational Vademecum would remain useful. Certainly, additional research is needed to extend the methodology to 3D problems.
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Chapter 6

Conclusions

6.1 Achievements

This study addresses multi-scale topology optimization problems. As reported in the literature, the problem evidences a large complexity and high computational cost. The challenge was to devise appropriate algorithms and techniques with the capability of solving the problem in a robust and efficient fashion. This was achieved by enhancing the current topological derivative algorithms, by obtaining a closed-form of the anisotropic topological derivative and by proposing algorithms and shrewd reduction techniques for dealing with multi-scale topology optimization problems.

In Chapter 3, we could thoroughly establish the foundations of using topological derivative in topology optimization problems. The numerical instabilities presented by the Slerp algorithm has been treated by different authors using re-meshing techniques. We have managed to avoid it by proposing a Mixed formulation approach to deal with the interface elements. The Slerp algorithm has evidenced a considerable improvement. On the one hand, spurious local minima have vanished when determining the line-search parameter. On the other hand, the Slerp algorithm is now able to converge (with no need of re-meshing techniques) leading to significant computational savings.

In Chapter 4, we have obtained a closed-form of the topological derivative for anisotropic materials. A deep understanding of the $z$ transform and the complex variable has led to solve analytically the exterior problem of a infinite anisotropic domain with an anisotropic circle inclusion. Complementary, the exterior problem, in the case of isotropic materials, has been also solved analytically through the Airy function. Full details are collected in Appendices A and B. We have checked that the expression of the anisotropic topological derivative expression coincides with the the isotropic version when considering isotropic materials. Additionally, the anisotropic topological derivative expression have been validated through a set of convergent numerical experiments. The obtained expression has opened the possibility of solving the topology optimization problem when dealing with anisotropic materials. The achieved optimal topologies have evidenced the strong dependency of the optimal topology with the anisotropic material response.

In Chapter 5, we have tackled the multi-scale topology optimization problem.
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The strong non-linearities presented by the problem have been mitigated due to the use of an alternate directions algorithm. Furthermore, the use of a Computation Vademecum, which has been computed as a previous step (off-line), has saved much of the computational cost of solving the microscopic topology optimization problem in each macroscopic Gauss point. In addition, the huge (∼ 2000) optimal microscopic topologies collected in the Computational Vademecum evidenced the robustness of the Slerp Algorithm when using the Mixed-formulation approach. A significant improvement, increase of around ∼ 30% and ∼ 15% of the structural stiffness, has been achieved considering the Point-to-Point and the Component-based material design approach respectively. Additionally, when considering both the macroscopic and microscopic topologies, on top of the increased stiffness already obtained by optimizing the macro-scale, an extra increased stiffness around ∼ 20% or ∼ 15% is obtained by optimizing the micro-scale, depending if the Point-to-Point or the Component-based multiscale topology optimization approach is used. The obtained results have evidenced that, with the methodology proposed in this work, a two-scale topology optimization problem can be solved in less than ten minutes of computation with a standard PC (3.40GHz processor in a 64-bit architecture) in a Matlab® environment.

6.2 Concluding remarks

1. The topological derivative evaluates the sensitivity of a cost function when inserting an inclusion in the domain. In view of the results, the topological derivative, in conjunction with the Slerp algorithm, results in a powerful tool for solving topology optimization problems. On top of that, the Mixed formulation has contributed in endowing robustness and computational savings to the algorithm; no re-meshing techniques are now necessary. We believe that this approach is an appropriate strategy to solve topology optimization problems since no heuristic parameters are involved, no large gray regions appear and no high time-consuming computations must be considered.

2. The anisotropic topological derivative has opened the possibility of extending the method to anisotropic materials. We believe that the burdensome computation of the anisotropic topological derivative is accounted for the high use of the anisotropic materials in industrial applications. In addition, when addressing multiscale topology optimization problems, the optimization of the macroscopic topology makes use of the anisotropic topological derivative, since the computational homogenization of microscopic topologies infers anisotropic response to the macro-scale.

3. We consider that the optimization problems, in which the design variables are of different nature but can be clearly distinguished or grouped, lend themselves to be solved by means of the alternate direction algorithm.

4. In the case of multiscale topology optimization, we can naturally distinguish between three groups: the stresses, the macroscopic topology and the microscopic topologies. Each group of variables can be updated (with an appropriate algorithm) by freezing the other groups of variables. In this
work, the three algorithms are: the equilibrium equation for the stresses and the Slerp algorithm for the both macroscopic and microscopic topologies. Although the alternate direction converges linearly, in our case, only few iterations have been needed to solve the problem.

5. As a main drawback, the alternate direction algorithm can become inappropriate when significant computational costs are needed to solve one group of variables. In our case, the bottle-neck of the problem consists in the optimization of the microscopic topologies. We have circumvent this difficulty by first obtaining and collecting in the Computational Vademecum the optimal microstructure topologies, and then by selecting them during the coupled optimization problem. This results in insignificant computations when optimizing the microscopic topologies. We believe that these approach can be straightforwardly tailored to other complex and coupled optimization problems, specially when multiscale techniques are involved.

6. In conclusion, all the algorithms and methods proposed throughout this study constitute a initial seedbed of the multi-scale topology optimization techniques. The results of this work clearly show how the stiffness of a structure can be improved by means of material design. Although designing the microscopic topology is not standard nowadays in industrial applications, the promising new additive manufacturing techniques, like 3D printing, seem to be able to make true in the short future.

6.3 Future work

Certainly, the framework built in this study represents a foundation for future developments in multi-scale topology optimization problems. Some of them have been suggest throughout the dissertation. They are summerized in the following points:

1. The Slerp algorithm presents a bothersome behavior when dealing with cost functions that tends to zero in the optimal. In this case, it results in that the topological derivative tends also to zero. Since the aim of the algorithm is to preserve parallelism between the level-set and the topological derivative (zero in this case), the convergence is no longer achieved. Undoubtedly, future developments should consider tailoring the algorithm to this kind of problems.

2. Regarding the alternate direction algorithm, excellent results have been achieved when compliance and volume are considered as the cost function and the constraint respectively. A more natural approach would be minimizing the volume and ensure that the stress state remains under a certain value. However, in this case, the alternate direction algorithm can not be straightforwardly used. New strategies for solving the multiscale topology optimization problem when no considering the compliance should be devised in future work.

3. Regarding 3D problems, two kind of difficulties must be studied. On the one hand, the computation of the anisotropic topological derivative has
been restricted to 2D problems. However, the 3D anisotropic topological derivative expression can be considered as one of the most challenges of the topic in the short future.

4. On the other hand, new techniques must be devised to extend the parametric domain of the Computational Vademecum since, up to now, it is parametrized by only two design variables. Being capable to encompass 3D problems and extending the Computational Vademecum through the Poisson ratio and the volume fraction would represent a major breakthrough. For this purpose, as a future work, we believe convenient resorting to two of the most emerging model reduction techniques: the proper orthogonal decomposition (POD) or the proper generalized decomposition (PGD).
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Analytical solution of the isotropic exterior problem

In this Appendix, we aim at solving analytically the exterior problem in order to compute the final expression of the topological derivative.

It consists in solving a two dimensional problem in plane stress for an isotropic infinite domain (hereafter referred matrix) with a unitary centered circular inclusion inserted of another isotropic material. Two kind of boundary conditions are considered; firstly, at infinity the stresses are imposed to be zero; and secondly, due to the Eshelby theorem a constant behavior of the stresses is imposed in the inclusion. In addition, the transmission conditions (in stresses and displacements) across the interface of the inclusion and the matrix are also considered. All that conditions are necessary for solving the free constants appearing in the problem.

The process of solving the exterior problem and of getting the final expression for the polarization tensor, is organized as follows. First, the equilibrium equation and the Beltrami-Michell compatibility equations are introduced using a Cartesian coordinate system. Then, since a circular inclusion is considered in the problem, both the equilibrium and the Beltrami-Michell compatibility equations are expressed in polar coordinates. The Airy function is proposed as the only unknown to be found in the problem such that, on the one hand, it satisfies automatically the equilibrium equation, and on the other hand, its expression can be determined by solving the Beltrami-Michell compatibility equation, which in terms of the Airy function becomes a biharmonic equation. Next, the boundary and transmission conditions are imposed to find the free parameters appearing in the Airy function for both the matrix and the inclusion. Finally, we express the stresses on the inclusion in terms of the stresses tensor that appear in the normal stress jump across the interface of the inclusion and the matrix. This last relation represents the main ingredient for computing the topological derivative.

Notice that, on the exterior problem (4.19), the stresses on the inclusion are denoted by \( \sigma_\epsilon(w)|_{B,\hat{x}} \) and the displacements by \( w \). For convenience, we change notation as follows
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\[ \sigma \epsilon(w) \Big|_{B_i(\mathbf{e})} \rightarrow \sigma^i \]
\[ \sigma \epsilon(w) \Big|_{B \setminus B_i(\mathbf{e})} \rightarrow \sigma^e \]
\[ w \rightarrow u \]

A.1 Equilibrium and Beltrami-Michell equations

The general equilibrium equation is normally expressed as

\[ \nabla \cdot \sigma + \rho \epsilon = \rho \ddot{u} \]

where \( \rho \epsilon \) and \( \rho \ddot{u} \) represents the body forces and the inertial terms. Neglecting both terms, and using a Cartesian coordinate system, the equilibrium equation is written as

\[ \frac{\partial \sigma_x}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} = 0, \quad \frac{\partial \sigma_y}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} = 0. \]  

(A.1)

in which we assume a 2D plane stress behavior. Then, the Airy function \( \phi(x, y) \) is defined by enforcing the second derivatives to fulfill

\[ \sigma_x = \frac{\partial^2 \phi}{\partial y^2}, \quad \sigma_y = \frac{\partial^2 \phi}{\partial x^2}, \quad \sigma_{xy} = -\frac{\partial^2 \phi}{\partial y \partial x}. \]  

(A.2)

Note that with this definition the equilibrium equation (A.1) is automatically satisfied. The equilibrium equation is necessary but not sufficient to be a solution of an elasticity problem. In addition, the compatibility conditions must be satisfied, which in terms of stresses (commonly called Beltrami-Michell compatibility conditions) with considering no body forces takes the following form

\[ \Delta(\sigma_x + \sigma_y) = 0. \]  

(A.3)

Thus, the laplacian of the trace of the stress tensor must be zero. Clearly, in Cartesian coordinates, the laplacian is denoted as

\[ \Delta = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right). \]

Inserting the stresses of equations (A.2) in terms of the Airy function in the Beltrami-Michell compatibility equation (A.3), we obtain

\[ \Delta \left( \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial x^2} \right) = \Delta \Delta \phi = \Delta^2 \phi = 0 \]

which stands for the biharmonic equation for the Airy function. Commonly, it is also expressed as

\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \phi = 0. \]
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However, since we deal with a circular inclusion, it is more appropriate to reformulate the problem in polar coordinates. We can now proceed analogously to the equilibrium equations which in this case are writing in the following form

\[
\frac{\partial \sigma_r}{\partial r} + \frac{1}{r} \frac{\partial \sigma_{r\theta}}{\partial \theta} + \frac{1}{r^2} (\sigma_r - \sigma_\theta) = 0, \quad \frac{\partial \sigma_{r\theta}}{\partial r} + \frac{1}{r} \frac{\partial \sigma_\theta}{\partial \theta} + \frac{2}{r^2} \sigma_{r\theta} = 0. \tag{A.4}
\]

Similarly, the Airy function \( \phi(r, \theta) \) is defined fulfilling

\[
\sigma_r = \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \theta^2}; \quad \sigma_\theta = \frac{\partial^2 \phi}{\partial r^2}; \quad \sigma_{r\theta} = -\frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \phi}{\partial \theta} \right). \tag{A.5}
\]

Note that, again, with these definitions, the equilibrium equation \( \text{(A.4)} \) is automatically satisfied.

Considering the independence of the first invariant on the system of coordinates, that is \( \sigma_x + \sigma_y = \sigma_r + \sigma_\theta \), according to equation \( \text{(A.3)} \), we have

\[
\Delta (\sigma_r + \sigma_\theta) = 0. \tag{A.6}
\]

Likewise, the laplacian in polar coordinates takes the following form,

\[
\Delta = \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right),
\]

Substituting the stresses in terms of the Airy function from equation \( \text{(A.5)} \) into the Beltrami-Michel equation \( \text{(A.6)} \), we obtain the biharmonic equation for the Airy function in polar coordinates, that is,

\[
\Delta \left( \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \theta^2} \right) \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right) \phi = 0. \tag{A.7}
\]

For simplicity, the biharmonic equation is also commonly expressed more schematically in the following form

\[
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right) \phi = 0.
\]

A.2 Boundary and transmission conditions

For the solution of the biharmonic equation, we need to define the boundary conditions that must be satisfied. It is worth mentioning that since we consider two bodies (inclusion and matrix), two Airy function appears as the unknowns of the problem, one for each body.

Regarding the matrix, in the way that the exterior problem is defined, we impose that at infinity the stresses cancel, this is,

\[
\lim_{r \to \infty} \sigma^e_r(r, \theta) = \lim_{r \to \infty} \sigma^e_\theta(r, \theta) = \lim_{r \to \infty} \sigma^e_{r\theta}(r, \theta) = 0.
\]

Note that all the variables (Airy function \( \phi \), the stresses \( \sigma \) and the strains \( \varepsilon \)) are hereafter denoted by a super-index \( e \) in the case of the matrix and \( i \) in the case of the inclusion.
Appendix A. Analytical solution of the isotropic exterior problem

Regarding the boundary conditions for the inclusion, we impose the Eshelby theorem [52, 53, 54], which asserts that the strain fields inside the inclusion are constant if the loading at infinity is constant (zero in this case). For further information of the Eshelby theorem, the reader is referred to works [57, 58]. Thus, for the case of elastic materials, the constant value of the strain field brings constant value of the stress field, i.e.,

\[ \sigma_r^i(r, \theta) \neq f(r) \quad \sigma_\theta^i(r, \theta) \neq f(r) \quad \sigma_{r\theta}^i(r, \theta) \neq f(r) \]  

(A.8)

Note that the dependency on \( \theta \) is due to the dependency of the basis (polar) on which it is expressed, but not on the values of the tensor. If it is expressed in the principal coordinates no dependency on \( \theta \) appears.

This dependency on \( \theta \) is clearly seen when we impose the jump on traction across the boundary of the inclusion. Thus, once the boundary conditions are imposed in both solids, the transmission conditions across the interface of the inclusion and the matrix must be satisfied. Regarding the stresses, the exterior problem is defined such that the jump of the traction across the interface must be equal to the normal component of the given stress tensor \( S \), this is

\[ (\sigma^e(1, \theta) - \sigma^i(1, \theta)) \cdot n = S \cdot n \Rightarrow \begin{bmatrix} \sigma_r^e(1, \theta) - \sigma_r^i \\ \sigma_\theta^e(1, \theta) - \sigma_\theta^i \\ \sigma_{r\theta}^e(1, \theta) - \sigma_{r\theta}^i \end{bmatrix} = \begin{bmatrix} S_r \\ S_\theta \\ S_{r\theta} \end{bmatrix} \forall \theta. \]  

(A.9)

Thus, the stresses will be discontinuous across the interface. Although the exterior problem is solved in polar coordinates, the data \( S \) and the solution must be provided into Cartesian coordinates. Thus, we try to re-express the tensor \( S \) in polar coordinates in terms of its Cartesian counterpart. Pre and post-multiplying by the standard rotation matrix, we obtain

\[
\begin{bmatrix}
S_r & S_{r\theta} \\
S_{r\theta} & S_\theta
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{bmatrix} \begin{bmatrix}
S_x & S_{xy} \\
S_{xy} & S_y
\end{bmatrix} \begin{bmatrix}
\cos(\theta) - \sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}.
\]

Accordingly, if we proceed to express the relation in vector notation as

\[
\begin{bmatrix}
S_r \\
S_\theta \\
S_{r\theta}
\end{bmatrix} = \begin{bmatrix}
S_x \cos^2(\theta) + S_y \sin^2(\theta) + 2S_{xy} \cos(\theta) \sin(\theta) \\
S_x \sin^2(\theta) + S_y \cos^2(\theta) - 2S_{xy} \cos(\theta) \sin(\theta) \\
S_{xy}(\cos^2(\theta) - \sin^2(\theta)) - (S_x - S_y) \cos(\theta) \sin(\theta)
\end{bmatrix}
\]

and after applying the trigonometric identities \( \cos(2\theta) = \cos^2(\theta) - \sin^2(\theta) \) and \( \sin(2\theta) = 2\cos(\theta)\sin(\theta) \), we shall write the above expression as

\[
\begin{bmatrix}
S_r \\
S_\theta \\
S_{r\theta}
\end{bmatrix} = \begin{bmatrix}
\frac{S_x + S_y}{2} - \frac{S_x - S_y}{2} \cos(2\theta) + S_{xy} \sin(2\theta) \\
\frac{S_x + S_y}{2} + \frac{S_x - S_y}{2} \cos(2\theta) - S_{xy} \sin(2\theta) \\
S_{xy} \cos(2\theta) + \frac{S_x - S_y}{2} \sin(2\theta)
\end{bmatrix}
\]

which in a matrix-vector representation takes the following form
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\[ \begin{bmatrix} S_r \\ S_\theta \\ S_{r\theta} \end{bmatrix} = \begin{bmatrix} \frac{S_x + S_y}{2} & \frac{S_x - S_y}{2} & S_{xy} \\ \frac{S_x + S_y}{2} & \frac{S_x - S_y}{2} & -S_{xy} \\ 0 & S_{xy} & \frac{S_x - S_y}{2} \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix}. \] (A.10)

Thus, both the first and the last equation of the above expression are going to be considered in the transmission conditions (A.9). Note that although the tensor \( S \) is constant a dependency on \( \theta \) appears due to its representation on the polar basis of the tensor. This is analogous to the inclusion stresses \( \sigma \) dependency that appear in the Eshelby conditions (A.8). The dependency on the angle \( \theta \) appears due to its representation on the polar basis.

Regarding the transmission conditions on displacements, we must ensure, in polar coordinates, that the jump across the boundary of the inclusion of the \( \theta \) component of the strains must be zero (see [109] for further information), i.e.,

\[ \varepsilon_\theta^0(1, \theta) - \varepsilon_\theta^1 = 0 \quad \forall \theta. \] (A.11)

The biharmonic equation jointly with all these conditions are the necessary ingredients for solving the exterior problem.

### A.3 Resolution of the biharmonic equation

Since we have to satisfy the transmission conditions and the tensor \( S \) is expressed in equation (A.10) as a combination of \( 1, \cos(\theta) \) and \( \sin(\theta) \), the Airy function is proposed at least depending on that terms. More specifically, that is

\[
\phi(r, \theta) = \begin{bmatrix} \phi_0(r) & \phi_c(r) & \phi_s(r) \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix} = \phi_0(r) + \phi_c(r)\cos(2\theta) + \phi_s(r)\sin(2\theta).
\]

Introducing the above expression in the biharmonic equation (A.7), we obtain

\[ \Delta^2 \phi = \Delta^2 \phi_0 + \Delta^2(\phi_c\cos(2\theta)) + (\Delta^2\phi_s\sin(2\theta)) = 0. \]

Considering the biharmonic operator, the following equations can be written

\[
\begin{align*}
\frac{\partial^4 \phi_0}{\partial r^4} + & \frac{2}{r} \frac{\partial^3 \phi_0}{\partial r^3} - \frac{1}{r^2} \frac{\partial^2 \phi_0}{\partial r^2} + \frac{1}{r^3} \frac{\partial \phi_0}{\partial r} = 0, & (1) \\
\frac{\partial^4 \phi_c}{\partial r^4} + & \frac{2}{r} \frac{\partial^3 \phi_c}{\partial r^3} - \frac{9}{r^2} \frac{\partial^2 \phi_c}{\partial r^2} + \frac{9}{r^3} \frac{\partial \phi_c}{\partial r} = 0, & (\cos(2\theta)) \\
\frac{\partial^4 \phi_s}{\partial r^4} + & \frac{2}{r} \frac{\partial^3 \phi_s}{\partial r^3} - \frac{9}{r^2} \frac{\partial^2 \phi_s}{\partial r^2} + \frac{9}{r^3} \frac{\partial \phi_s}{\partial r} = 0. & (\sin(2\theta))
\end{align*}
\]

We now proceed to study and solve (up to constant parameters) each term of the Airy function and then we sum them up.

Regarding the term \( \phi_0 \), it must satisfy

\[
\frac{\partial^4 \phi_0}{\partial r^4} + \frac{2}{r} \frac{\partial^3 \phi_0}{\partial r^3} - \frac{1}{r^2} \frac{\partial^2 \phi_0}{\partial r^2} + \frac{1}{r^3} \frac{\partial \phi_0}{\partial r} = 0,
\]
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and after applying the change of variable $r = e^t$, the above equation becomes the following linear one

$$
\frac{\partial^4 \phi_0}{\partial t^4} - 4 \frac{\partial^3 \phi_0}{\partial t^3} + 4 \frac{\partial^2 \phi_0}{\partial t^2} = 0.
$$

(A.12)

Since it has linear behavior, we can solve it through the characteristic equation

$$t^4 - 4t^3 + 4t^2 = 0.
$$

whose roots (both doubles) are $t = 0$ and $t = 2$. Thus the solution of equation (A.12) reads as

$$
\phi_0(t) = A_0 t + B_0 e^{2t} + C_0 e^{-2t} + D_0
$$

and after undoing the change of variable, we obtain

$$
\phi_0(r) = A_0 \log(r) + B_0 r^2 \log(r) + C_0 r^2 + D_0
$$

which can be expressible in a vector form as

$$
\phi_0(r) = \begin{bmatrix} A_0 & B_0 & C_0 & D_0 \end{bmatrix} \begin{bmatrix} r^2 \\ r^2 \log(r) \\ \log(r) \\ 1 \end{bmatrix} = K_0^T R_0.
$$

We proceed similarly for the function $\phi_c(r, \theta)$. The compatibility equation is written as

$$
\frac{\partial^4 \phi_c}{\partial r^4} + 2 \left( \frac{\partial^3 \phi_c}{r \partial r^3} - \frac{9}{r^2} \frac{\partial^2 \phi_c}{\partial r^2} + \frac{9}{r^3} \frac{\partial \phi_c}{\partial r} \right) = 0.
$$

After applying the same change of variable $r = e^t$ and solving the characteristic equation, we obtain that the term $\phi_c(t)$ is of the form

$$
\phi_c(t) = A_c e^{2t} + B_c e^{4t} + C_c e^{-2t} + D_c.
$$

Undoing again the change of variable, we end up with the expression for $\phi_c(r)$ as

$$
\phi_c(r) = A_c r^2 + B_c \frac{r^2}{r^2} + C_c r^4 + D_c
$$

which can be written in a vector form as

$$
\phi_c(r) = \begin{bmatrix} A_c & B_c & C_c & D_c \end{bmatrix} \begin{bmatrix} r^2 \\ r^2 \frac{1}{r^2} \\ 1/r^4 \\ 1 \end{bmatrix} = K_c^T R_c.
$$

Since $\phi_s(r)$ has to solve the same equation than $\phi_s(r)$, it can be written in the same terms, that is
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\[
\phi_s(r) = \begin{bmatrix} A_s & B_s & C_s & D_s \end{bmatrix} \begin{bmatrix} r^2 \\ 1/r^2 \\ r^4 \\ 1 \end{bmatrix} = K_s^T R_s.
\]

Thus, the Airy function is compactly expressible as

\[
\phi = \begin{bmatrix} R_0 & R_c & R_s \end{bmatrix} \begin{bmatrix} K_0^T & 0 & 0 \\ 0 & K_c^T & 0 \\ 0 & 0 & K_s^T \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix}.
\] (A.13)

The free parameters are collected in the vectors \(K_0, K_c, K_s\) and are going to be determined after applying the boundary and transmission conditions.

A.4 Resolution of the free parameters

Once we have the expression of the Airy function, we move to compute the \(\sigma\) field. According to relations (A.5) and considering the expression (A.13), we obtain

\[
\begin{bmatrix} \sigma_r \\ \sigma_\theta \\ \sigma_{r\theta} \end{bmatrix} = \begin{bmatrix} \left( \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right) \\ \left( \frac{\partial^2}{\partial \theta^2} \right) \\ -\frac{\partial}{\partial r} \left( \frac{\partial}{\partial \theta} \right) \end{bmatrix} \begin{bmatrix} \phi_0(r) \\ \phi_c(r) \\ \phi_s(r) \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix} =
\]

\[
= \begin{bmatrix} K_0^T \left( \frac{1}{r} \frac{\partial}{\partial r} \right) R_0 & K_c^T \left( \frac{1}{r} \frac{\partial}{\partial r} - \frac{4}{r^2} \right) R_c & K_s^T \left( \frac{1}{r} \frac{\partial}{\partial r} - \frac{4}{r^2} \right) R_s \\ K_0^T \left( \frac{\partial^2}{\partial \theta^2} \right) R_0 & K_c^T \left( \frac{\partial^2}{\partial \theta^2} \right) R_c & K_s^T \left( \frac{\partial^2}{\partial \theta^2} \right) R_s \\ 0 & -2K_c^T \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \right) \right) R_c & 2K_c^T \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \right) \right) R_c \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix}.
\]

Note that each term of the matrix stands for a scalar product between the \(K_0, K_c, K_s\) and some derivatives of \(R_0, R_c\) and \(R_s\). Let us define the following relation by

\[
\begin{bmatrix} \sigma_r \\ \sigma_\theta \\ \sigma_{r\theta} \end{bmatrix} = \begin{bmatrix} K_0^T dR_0^\theta & K_c^T dR_c^\theta & K_s^T dR_s^\theta \\ K_0^T dR_0^\theta & K_c^T dR_c^\theta & K_s^T dR_s^\theta \\ 0 & -2K_s^T dR_s^\theta & 2K_c^T dR_c^\theta \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix}.
\] (A.14)

in which each term \(dR_0^\theta, dR_c^\theta, dR_s^\theta, dR_0^\theta, dR_c^\theta, dR_s^\theta, dR_0^\theta, dR_c^\theta, dR_s^\theta\) and \(dR_s^\theta\) are
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computed as follows

\[
dR_r^0 = \left( \frac{1}{r} \frac{\partial}{\partial r} \right) R = \left( \frac{1}{r} \frac{\partial}{\partial r} \right) \begin{bmatrix} r^2 \\ r^2 \log(r) \\ \log(r) \\ 1 \end{bmatrix} = \begin{bmatrix} 2 \\ 1 + 2\log(r) \\ 1/r^2 \\ 0 \end{bmatrix}
\]

\[
dR_\theta^0 = \left( \frac{\partial^2}{\partial r^2} \right) R = \left( \frac{\partial^2}{\partial r^2} \right) \begin{bmatrix} r^2 \\ r^2 \log(r) \\ \log(r) \\ 1 \end{bmatrix} = \begin{bmatrix} 2 \\ 3 + 2\log(r) \\ -1/r^2 \\ 0 \end{bmatrix}
\]

\[
dR_r^c = dR_s^r = \left( \frac{1}{r} \frac{\partial}{\partial r} - \frac{4}{r^2} \right) R = \left( \frac{1}{r} \frac{\partial}{\partial r} - \frac{4}{r^2} \right) \begin{bmatrix} r^2 \\ 1/r^2 \\ r^4 \\ 1 \end{bmatrix} = \begin{bmatrix} -2 \\ -6/r^4 \\ 0 \\ -4/r^2 \end{bmatrix}
\]

\[
dR_\theta^c = dR_s^\theta = \left( \frac{\partial^2}{\partial r^2} \right) R = \left( \frac{\partial^2}{\partial r^2} \right) \begin{bmatrix} r^2 \\ 1/r^2 \\ r^4 \\ 1 \end{bmatrix} = \begin{bmatrix} 2 \\ 6/r^4 \\ 12r^2 \\ 0 \end{bmatrix}
\]

\[
dR_r^0 = dR_s^0 = \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \right) \right) R = \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \right) \right) \begin{bmatrix} r^2 \\ 1/r^2 \\ r^4 \\ 1 \end{bmatrix} = \begin{bmatrix} 1 \\ -3/r^4 \\ 3r^2 \\ -1/r^2 \end{bmatrix}
\]

A.4.1 Boundary conditions in the matrix

For determining the free parameters, we first apply on the matrix the condition (A.8) of zero stress at infinity which leads to cancel the following constants

\[
A_0^c = B_0^c = A_0^c = A_0^\theta = C_0^c = C_0^\theta = 0.
\]

Since the last term of \(dR_0^s\) and \(dR_0^\theta\) is canceled there is no reason of keeping the constant \(D_0^c\), hence

\[
D_0^c = 0.
\]

Consequently, the vectors \(K_0^r, K_0^\theta\) and \(K_0^s\) become
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\[ K_0 = C_0^e \quad K_c = \begin{bmatrix} B_c^e \\ D_c^e \end{bmatrix} \quad K_S = \begin{bmatrix} B_s^e \\ D_s^e \end{bmatrix} \]

and similarly the \(dR\) vectors becomes

\[ dR_0^r = \frac{1}{r^2} \quad dR_0^\theta = -\frac{1}{r^2} \]

\[ dR_c^r = dR_s^r = \begin{bmatrix} -6/r^4 \\ -4/r^2 \end{bmatrix} \quad dR_c^\theta = dR_s^\theta = \begin{bmatrix} 6/r^4 \\ 0 \end{bmatrix} \quad dR_c^{r\theta} = dR_s^{r\theta} = \begin{bmatrix} -3/r^4 \\ -1/r^2 \end{bmatrix}. \]

Substituting all these reduced expression into equation \(A.14\), we are ready to compute the term \(\sigma_r(1, \theta)\) that appears in the transmission condition just imposing \(r = 1\) as follows

\[
\sigma_r(1, \theta) = \begin{bmatrix} \sigma_r^c(1, \theta) \\ \sigma_r^e(1, \theta) \\ \sigma_r^{s}(1, \theta) \end{bmatrix} = \begin{bmatrix} C_0^e & -6B_c^e + 4D_c^e & -6B_s^e + 4D_s^e \\ -C_0^e & 6B_c^e & 6B_s^e \\ 0 & 6B_c^e + 2D_c^e & -6B_s^e - 2D_s^e \end{bmatrix} \begin{bmatrix} 1 \\ \cos(2\theta) \\ \sin(2\theta) \end{bmatrix}.
\] (A.15)

A.4.2 Boundary conditions in the inclusion

Regarding the conditions on the inclusion, we have to impose a constant value of the stressed as it is detailed in \(A.8\). Thus, all the constants that multiply terms that depend on variable \(r\) are canceled, that is

\[ C_0^i = B_0^i = B_c^i = D_c^i = D_s^i = C_s^i = C_c^i = 0 \]

And similarly, since \(D_0^i\) is arbitrary and it does not appear on the stress, there is no reasons to keep it. Hence,

\[ D_0^i = 0. \]

Consequently, the vector \(K_0, K_c\) and \(K_s\) become

\[ K_0^i = A_0^i \quad K_c^i = A_c^i \quad K_S^i = A_s^i. \]

and the \(dR\) vector are reduced to the following expression

\[ dR_0^r = 2 \quad dR_0^\theta = 2 \]

\[ dR_c^r = dR_s^r = -2 \quad dR_c^\theta = dR_s^\theta = 2 \quad dR_c^{r\theta} = dR_s^{r\theta} = 1. \]

In order to apply the transmission condition, substituting the above reduced expression in the stress field equation \(A.14\), we obtain the constant stress field in the inclusion as
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\[
\sigma^i = \begin{bmatrix}
\sigma^i_r \\
\sigma^i_\theta \\
\sigma^i_{r\theta}
\end{bmatrix} = \begin{bmatrix}
2A^i_0 & -2A^i_c & -2A^i_s \\
2A^i_0 & 2A^i_c & 2A^i_s \\
0 & -2A^i_s & 2A^i_c
\end{bmatrix} \begin{bmatrix}
1 \\
\cos(2\theta) \\
\sin(2\theta)
\end{bmatrix}.
\] (A.16)

Note that since the stresses are constant in the inclusion, the above expression stands also for the stresses on the interface.

It is worth mentioning that if we write the stresses into the Cartesian components analogously to expression (A.10) as

\[
\sigma^i(1, \theta) = \begin{bmatrix}
\sigma^i_x(1, \theta) \\
\sigma^i_y(1, \theta) \\
\sigma^i_{xy}(1, \theta)
\end{bmatrix} = \begin{bmatrix}
\frac{\sigma^i_x + \sigma^i_y}{2} & \frac{\sigma^i_x - \sigma^i_y}{2} & \sigma^i_{xy} \\
\frac{\sigma^i_x + \sigma^i_y}{2} & \frac{\sigma^i_x - \sigma^i_y}{2} & -\sigma^i_{xy} \\
0 & \sigma^i_{xy} & \frac{\sigma^i_x - \sigma^i_y}{2}
\end{bmatrix} \begin{bmatrix}
1 \\
\cos(2\theta) \\
\sin(2\theta)
\end{bmatrix}
\]

and we identify all the terms of both matrices, we can relate the Cartesian components of the stresses with the constants \(A^i_0\), \(A^i_c\) and \(A^i_s\) as

\[
\sigma^i_x = 2(A^i_0 - A^i_c) \quad \sigma^i_y = 2(A^i_0 + A^i_c) \quad \sigma^i_{xy} = -2A^i_s,
\]

which in matrix notation is written as

\[
\begin{bmatrix}
\sigma^i_x \\
\sigma^i_y \\
\sigma^i_{xy}
\end{bmatrix} = 2 \begin{bmatrix}
1 & -1 & 0 \\
1 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix} \begin{bmatrix}
A^i_0 \\
A^i_c \\
A^i_s
\end{bmatrix}.
\] (A.17)

That last relation will be useful to find the final expression for the topological derivative. With all these boundary conditions imposed, we end up with 8 unknowns \(A^i_0\), \(A^i_c\), \(A^i_s\), \(B^i_c\), \(B^i_s\), \(C^i_0\), \(D^i_c\) and \(D^i_s\) that are going to be determined after imposing the transmission conditions.

### A.4.3 Stress transmission condition

We apply the transmission condition in stresses across the interface. The first equation of (A.9) imposes continuity on the radial component of the stress as

\[
\sigma^i_r(1, \theta) - \sigma^i_r = S_r \quad \forall \theta
\]

Considering the matrix representation (A.10) of the stress \(S\) and comparing it with the difference with the matrix representation of the stresses on the matrix (A.15) and the inclusion (A.16), we can identify the 1, \(\cos(\theta)\) and \(\sin(\theta)\) terms and write the following equations

\[
C^i_0 - 2A^i_0 = \frac{S^i_r + S^i_s}{2} \quad (1)
\]
\[
-6B^i_c - 4D^i_c + 2A^i_c = \frac{S^i_r - S^i_s}{2} \quad (\cos(2\theta))
\]
\[
-6B^i_s - 4D^i_s + 2A^i_s = S_{xy} \quad (\sin(2\theta))
\] (A.18)
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Similarly, according to (A.9), the continuity of the shear component \( \sigma_{r\theta} \) is imposed as

\[
\sigma_{r\theta}^e(1, \theta) - \sigma_{r\theta}^i = S_{r\theta} \quad \forall \theta.
\]

Considering again the matrix representation of \( S, \sigma_{r\theta}^e \) and \( \sigma_{r\theta}^i \) and identifying the 1, \( \cos(\theta) \) and \( \sin(\theta) \) terms, we can write the second group of equations as

\[
0 = 0 \quad \text{(1)}
\]

\[
6B_c^e + 2D_c^e + 2A_i = S_{xy} \quad \text{(cos}(2\theta))
\]

\[
-6B_c^e - 2D_c^e - 2A_i = \frac{S_i^e - S_i^i}{2} \quad \text{(sin}(2\theta))
\]

(A.19)

**A.4.4 Strain transmission condition**

The last condition to impose is the strain transmission condition (A.11). Since we assume plane stress and isotropic material behavior, the strain can be related with the stresses for both the matrix and the inclusion through the following inverse constitutive relation

\[
e^e_b(1, \theta) = \frac{1}{E^e} \sigma^e_b(1, \theta) - \frac{\nu^e}{E^e} \sigma^e_r(1, \theta)
\]

\[
e^i_b(1, \theta) = \frac{1}{E^i} \sigma^i_b - \frac{\nu^i}{E^i} \sigma^i_r
\]

where \( E^e, E^i, \nu^e \) and \( \nu^i \) represents the Young modulus and Poisson ratio for the matrix and the inclusion. Inserting the above relation in the transmission condition (A.11) and considering equations (A.15) and (A.16), we can write the last group of equations as

\[
-\frac{1+\nu^e}{E^e} C_0 - 2\frac{1-\nu^i}{E^i} A_i^i = 0 \quad \text{(1)}
\]

\[
6\frac{1+\nu^e}{E^e} B_c^e + 4\frac{\nu^e}{E^e} D_c^e - \frac{1+\nu^i}{E^i} 2A_i^i = 0 \quad \text{(cos}(2\theta))
\]

\[
6\frac{1+\nu^e}{E^e} B_s^e + 4\frac{\nu^e}{E^e} D_s^e - \frac{1+\nu^i}{E^i} 2A_i^i = 0 \quad \text{(sin}(2\theta)).
\]

(A.20)

**A.5 System of equations for the free parameters**

Adding and rearranging all the group of equations, we can split them in three groups as

\[
\begin{bmatrix}
1 & -2 \\
-1 & -2
\end{bmatrix}
\begin{bmatrix}
C_0^e \\
A_i^i
\end{bmatrix} = \begin{bmatrix}
\frac{S_y^e + S_i^i}{2} \\
0
\end{bmatrix},
\]

\[
\begin{bmatrix}
-6 & -4 \\
-6 & -2
\end{bmatrix}
\begin{bmatrix}
B_c^e \\
D_c^e
\end{bmatrix} = \begin{bmatrix}
\frac{S_i^e - S_i^i}{2} \\
\frac{S_y^i - S_i^i}{2}
\end{bmatrix},
\]

\[
\begin{bmatrix}
6\frac{1+\nu^e}{E^e} & 4\frac{\nu^e}{E^e} \\
6\frac{1+\nu^e}{E^e} & -2\frac{1+\nu^i}{E^i}
\end{bmatrix}
\begin{bmatrix}
A_i^i
\end{bmatrix} = \begin{bmatrix}
0
\end{bmatrix}.
\]
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\[
\begin{bmatrix}
-6 & -4 & 2 \\
6 & 2 & 2 \\
\frac{6(1+\nu_e)}{E_e} & \frac{4\nu_e}{E_e} & -\frac{9(1+\nu_i)}{E_i}
\end{bmatrix}
\begin{bmatrix}
B^e_s \\
D^e_s \\
A^i_s
\end{bmatrix}
= \begin{bmatrix}
S_{xy} \\
S_{xy} \\
0
\end{bmatrix}.
\]

The matrices of the three system of equations are invertible, thus, all the constants can be uniquely determined.

Regarding the \(A^0_i\), \(A^i_c\) and \(A^i_s\), we provide its values in a matrix form as

\[
\begin{bmatrix}
A^0_i \\
A^i_c \\
A^i_s
\end{bmatrix}
= \frac{1}{4}
\begin{bmatrix}
-d_1 & -d_1 & 0 \\
d_2 & d_2 & 0 \\
0 & 0 & 2d_2
\end{bmatrix}
\begin{bmatrix}
S_{xy} \\
S_{xy} \\
S_{xy}
\end{bmatrix}
\]

where the matrix \(D\) has been introduced and the adimensional constants \(d_1\) and \(d_2\) take the following values

\[
d_1 = \frac{1}{1 + \frac{E_i(1-\nu_e)}{E_e(1-\nu_i)}} \quad d_2 = \frac{1}{1 + \frac{E_i(1+\nu_i)}{E_e(3-\nu_e)}}.
\]

Thus, according to expression (A.17), we can write the stresses on the inclusion in terms of the stresses \(S\) as

\[
\begin{bmatrix}
\sigma^i_x \\
\sigma^i_y \\
\sigma^i_{xy}
\end{bmatrix}
= 2T
\begin{bmatrix}
A^0_i \\
A^i_c \\
A^i_s
\end{bmatrix}
2T^\frac{1}{2}D
\begin{bmatrix}
S_{xy} \\
S_{xy} \\
S_{xy}
\end{bmatrix}
\]

\[
= \frac{1}{2}
\begin{bmatrix}
-d_1 - d_2 & -d_1 - d_2 & 0 \\
d_2 - d_1 & d_2 - d_1 & 0 \\
0 & 0 & -2d_2
\end{bmatrix}
\begin{bmatrix}
S_x \\
S_y \\
S_{xy}
\end{bmatrix}
\]

where we have introduced the matrix \(A_i\). Thus, after solving the exterior problem through the Airy function, the boundary and transmission conditions, we have obtained a linear expression that relates the stresses in the inclusion with the stresses \(S\) as

\[
\sigma^i = A_iS.
\]

The appendix closes with this last relation since by substituting \(A\) in (4.34), we have obtained the polarization tensor which uniquely define the topological derivative.
Appendix B

Analytical solution of the anisotropic exterior problem

In this appendix, we solve the exterior problem for an anisotropic infinite domain with a circular inclusion of another anisotropic material. Henceforth, we call matrix to the material of the infinite domain and inclusion to the other one. The boundary and transmission conditions are equivalent to the isotropic case. This is to say, we impose in the matrix zero stress value at infinity and constant stresses to the inclusion due to Eshelby theorem. Regarding the transmission condition, we enforce continuity equilibrium on the normal direction of the stresses and continuity to the displacements.

The solving process is organized as follows. First, similarly to the isotropic case, we define a potential that satisfies automatically the equilibrium equation. However, we use Cartesian coordinates and a complex potential whereas in the isotropic case, the potential is defined as a real function and polar coordinates are considered. Then, we enforce that the potential satisfies the compatibility equation in stresses, but now it does not result to the Beltrami-Michel equations, since anisotropic materials are considered. After integrating the compatibility equation and defining an intermediate potential, we provide some results of complex variables and we impose the transmission conditions for the stresses and displacements. We also provide a justification for the ansatz used and we determine in a matrix form the system of equation needed for solving the problem. Finally, since the problem is too complex to be solved directly by a symbolic software, we provide some properties which makes the problem more compact and solvable by such symbolic software.

The main ideas and part of the notation have been extracted from the classical book [79].

Notice that, on the exterior problem (4.19), the stresses on the inclusion are denoted by $\sigma_e(w)|_{B_e(\bar{x})}$ and the displacements by $w$. For convenience, we change notation as follows:

$$
\begin{align*}
\sigma_e(w)|_{B_e(\bar{x})} & \rightarrow \sigma^I \\
\sigma_e(w)|_{\Omega\setminus B_e(\bar{x})} & \rightarrow \sigma^e \\
w & \rightarrow u
\end{align*}
$$
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B.1 Equilibrium equation and compatibility conditions for anisotropic materials

As mentioned in the isotropic Appendix A, the equilibrium equation in Cartesian coordinates reads as

\[ \frac{\partial \sigma_x}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} = 0 \]

\[ \frac{\partial \sigma_y}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} = 0. \]  \hfill (B.1)

where the body forces have been neglected. We define the potential \( F(x,y) \) (stress function in book [79] and homologous to the Airy function) as,

\[ \sigma_x = \frac{\partial^2 F}{\partial y^2}, \quad \sigma_y = \frac{\partial^2 F}{\partial x^2}, \quad \sigma_x = -\frac{\partial^2 F}{\partial y \partial x}. \]  \hfill (B.2)

Note that the potential satisfies automatically the equilibrium equation (B.1).

The strain compatibility conditions in plane stress reads as

\[ \frac{\partial^2 \epsilon_x}{\partial y^2} + \frac{\partial^2 \epsilon_x}{\partial y^2} - \frac{\partial^2 \gamma_{xy}}{\partial x \partial y} = 0. \]  \hfill (B.3)

Assuming elastic behavior the anisotropic constitutive law in its inverse form is written as

\[
\begin{bmatrix}
\epsilon_x \\
\epsilon_y \\
\gamma_{xy}
\end{bmatrix} =
\begin{bmatrix}
\alpha_{11} & \alpha_{12} & \alpha_{13} \\
\alpha_{12} & \alpha_{22} & \alpha_{23} \\
\alpha_{13} & \alpha_{23} & \alpha_{33}
\end{bmatrix}
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\sigma_{xy}
\end{bmatrix}
\]  \hfill (B.4)

where \( \alpha_{ij} \) with \( (i,j) = 1,3 \) are the components of the constitutive tensor \( \mathbb{C} \) (in matrix notation). Inserting the relation (B.2) into the constitutive law (B.4), and the constitutive law into the compatibility condition (B.3), we obtain

\[ \alpha_{22} \frac{\partial^4 F}{\partial x^4} - 2\alpha_{23} \frac{\partial^4 F}{\partial x^3 \partial y} + (2\alpha_{12} + \alpha_{33}) \frac{\partial^4 F}{\partial x^2 \partial y^2} - 2\alpha_{13} \frac{\partial^4 F}{\partial x \partial y^3} + \alpha_{11} \frac{\partial^4 F}{\partial y^4} = 0. \]

Following the integration procedure of the book [79] (Page 29), the potential can be written as

\[ F = 2\Re(F_1(z_1) + F_2(z_2)) \]

where \( \Re \) denotes the real part and \( z_1 \) and \( z_2 \) define a new coordinate system

\[ z_1 = x + \mu_1 y, \quad z_2 = x + \mu_2 y \]

in which the parameters \( \mu_i \) with \( i = 1,2 \), are the solutions of the characteristic equation

\[ \alpha_{11} \mu^4 - 2\alpha_{16} \mu^3 + (2\alpha_{12} + \alpha_{33}) \mu^2 - 2\alpha_{13} \mu + \alpha_{22} = 0. \]  \hfill (B.5)

We define the anisotropic potential \( \Phi_1 \) and \( \Phi_2 \) as the derivative of the potential \( F \), this is,
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\[ \Phi_1(z_1) = \frac{\partial F_1}{\partial z_1}, \quad \Phi_2(z_2) = \frac{\partial F_2}{\partial z_2}. \]  

Substituting the above definition into equations (B.2), the stress tensor is expressed as follows

\[ \sigma_x = 2 \Re(\mu_2^1 \Phi_1'(z_1) + \mu_2^2 \Phi_2'(z_2)), \]
\[ \sigma_y = 2 \Re(\Phi_1'(z_1) + \Phi_2'(z_2)), \]
\[ \tau_{xy} = -2 \Re(\mu_1^1 \Phi_1'(z_1) + \mu_2 \Phi_2'(z_2)). \]  

Regarding the displacement, in the small strain context, the strains can be written in terms of the displacement as

\[ \varepsilon_x = \frac{\partial u_x}{\partial x}, \quad \varepsilon_y = \frac{\partial u_y}{\partial x}, \quad \gamma_{xy} = \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x}. \]

Integrating the above expression and taking into account the constitutive law (B.4), it is easy to see (detailed in book [79]) that the displacements may be written as

\[ u_x = 2 \Re(p_1 \Phi_1(z_1) + p_2 \Phi_2(z_2)) - \omega y \]
\[ u_y = 2 \Re(q_1 \Phi_1(z_1) + q_2 \Phi_2(z_2)) + \omega x \]

where \( \omega \) characterize a rotation and the complex numbers \( p_i \) and \( q_i \) are defined as

\[ p_1 = \alpha_{11} \mu_1^2 + \alpha_{12} - \alpha_{13} \mu_1, \quad p_2 = \alpha_{11} \mu_2^2 + \alpha_{12} - \alpha_{13} \mu_2, \]
\[ q_1 = \alpha_{12} \mu_1^2 + \alpha_{22}/\mu_1 - \alpha_{23}, \quad q_2 = \alpha_{12} \mu_2^2 + \alpha_{22}/\mu_2 - \alpha_{23}. \]  

B.2 Special case of a infinite plate with an inclusion

The idea is now to apply the above definitions to the concerning problem, i.e., the case of an infinite plate with an inclusion.

Regarding the stresses, on the one hand, the stresses appearing in the matrix, hereafter referred \( \sigma^m \), are derived from the anisotropic potential detailed in equation (B.7). On the other hand, according to the Eshelby theorem [52, 53, 54], the stresses in the inclusion \( \sigma^I \) are constant. Thus,

\[
\begin{bmatrix}
\sigma^m_x \\
\sigma^m_y \\
\sigma^m_{xy}
\end{bmatrix} = \begin{bmatrix}
2 \Re(\mu_1^2 \Phi_1'(z_1) + \mu_2^2 \Phi_2'(z_2)), \\
2 \Re(\Phi_1'(z_1) + \Phi_2'(z_2)), \\
-2 \Re(\mu_1^1 \Phi_1'(z_1) + \mu_2 \Phi_2'(z_2)).
\end{bmatrix}
\text{ and }
\begin{bmatrix}
\sigma^I_x \\
\sigma^I_y \\
\sigma^I_{xy}
\end{bmatrix}.
\]

Regarding the displacements in the inclusion, since we deal with constant strains \( \varepsilon^I \) (Eshelby theorem), the equation (B.8) becomes
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\[ \epsilon^I_x = \frac{\partial u_x}{\partial x}, \quad \epsilon^I_y = \frac{\partial u_y}{\partial y}, \quad \gamma^I_{xy} = \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x}. \]

Integrating the first two terms as follows

\[ \frac{\partial u_x}{\partial x} = \epsilon^I_x x + f(y), \quad \frac{\partial u_y}{\partial x} = \epsilon^I_y y + g(x), \]

and inserting the above expressions in the third term, we obtain

\[ f'(y) + g'(x) = \gamma^I_{xy} \Rightarrow f'(y) = C_1 \Rightarrow C_1 + C_2 = \gamma^I_{xy} \]

and integrating again respect to the Cartesian coordinates, the function \( f(y) \) and \( g(x) \) read as

\[ f(y) = C_1 y + u^I_0 \]
\[ g(x) = (\gamma^I_{xy} - C_1)x + v^I_0. \]

Redefining the constant \( C_1 \) by \( \omega^I \), and neglecting the rigid body displacement \( u^I_0 \) and \( v^I_0 \), the displacement on the inclusion \( u^I \) in a matrix form is expressed as

\[
\begin{bmatrix}
  u^I_x \\
  u^I_y
\end{bmatrix} = \begin{bmatrix}
  \epsilon^I_x & 0 \\
  \gamma^I_{xy} & \epsilon^I_y
\end{bmatrix} + \begin{bmatrix}
  0 & \omega^I \\
  -\omega^I & 0
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}. \tag{B.11}
\]

Regarding the displacement on the matrix, according to equation (B.9), they are derived from the anisotropic potentials \( \Phi_1 \) and \( \Phi_2 \) as

\[
\begin{bmatrix}
  u^m_x \\
  u^m_y
\end{bmatrix} = \begin{bmatrix}
  2\Re(p_1\Phi_1(z_1) + p_2\Phi_2(z_2)) - \omega^m y, \\
  2\Re(q_1\Phi_1(z_1) + q_2\Phi_2(z_2)) + \omega^m x
\end{bmatrix}. \tag{B.12}
\]

Rearranging the above expression in a matrix form, we finally obtain

\[
\begin{bmatrix}
  u^m_x \\
  u^m_y
\end{bmatrix} = 2\Re\left( \begin{bmatrix}
  p_1 & p_2 \\
  q_1 & q_2
\end{bmatrix} \begin{bmatrix}
  \Phi_1 \\
  \Phi_2
\end{bmatrix} \right) - \begin{bmatrix}
  0 & \omega^m \\
  -\omega^m & 0
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix}.
\]

### B.3 Coordinates in the inclusion

Before imposing the transmission condition, let us study the values of the coordinates on the inclusion. Since we assume that an elliptic inclusion (circular in this case) is inserted, the coordinates can be written in elliptic coordinates as

\[ x|_{\partial B} = x_T = a \cos v \]
\[ y|_{\partial B} = y_T = b \sin v \]

or in matrix form as
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\[
\begin{bmatrix}
x_{\Gamma} \\ y_{\Gamma}
\end{bmatrix} =
\begin{bmatrix}
a & 0 \\ 0 & b
\end{bmatrix}
\begin{bmatrix}
\cos v \\ \sin v
\end{bmatrix}
\]  \hspace{1cm} (B.13)

where the sub-index \( \Gamma \) denotes the value on the elliptic inclusion. The complex variable \( z_{\Gamma} \) in the elliptic inclusion is expressed as

\[ z|_{\partial B} = z_{\Gamma} = x_{\Gamma} + \mu y_{\Gamma} = a \cos v + \mu b \sin v, \]

and its square value as

\[ z_{\Gamma}^2 = a^2 \cos^2 v + \mu^2 b^2 \sin^2 v + 2ab\mu \cos v \sin v. \]

Thus, applying simple trigonometric algebra, we can compute the following equation

\[
z_{\Gamma}^2 - a^2 - \mu^2 b^2 = a^2(\cos^2 v - 1) + \mu^2 b^2(\sin^2 v - 1) + 2ab\mu \cos v \sin v = \\
= -[a^2 \sin^2 v + \mu^2 b^2 \cos^2 v - 2\mu b \sin v \cos v] = \\
= -(a \sin v - \mu b \cos v)^2.
\]

Finally, defining the complex variable \( \xi_{\Gamma} \) on the inclusion is reduced to

\[
\xi_{\Gamma} = \frac{z_{\Gamma} + \sqrt{z_{\Gamma}^2 - a^2 - \mu^2 b^2}}{a - i\mu b} = \frac{a \cos v + \mu b \sin v + i(a \sin v - \mu b \cos v)}{a - i\mu b}
\]

we end up with the simplified following expression

\[ \xi_{\Gamma} = \cos v + i \sin v = e^v \Rightarrow \frac{1}{\xi_{\Gamma}} = \cos v - i \sin v. \]

Thus, both coordinates \( x_{\Gamma} \) and \( y_{\Gamma} \) can be written in terms of the complex variables \( \xi_{\Gamma} \) as

\[
x_{\Gamma} = \Re\left(\frac{a}{\xi_{\Gamma}}\right) \quad y_{\Gamma} = \Re\left(\frac{ib}{\xi_{\Gamma}}\right)
\]  \hspace{1cm} (B.14)

B.4 Transmission conditions

We proceed now to impose the transmission conditions through the interface of the inclusion and the matrix. Both conditions in stresses and in displacements will provide the necessary conditions to solve the constants of the problem.

B.4.1 Transmission conditions in stresses

Since we want to solve the exterior problem stated in equation (4.39), the difference of the stresses between the inclusion and the matrix in the normal direction must be the traction caused by the given stresses \( S \), this is

\[
(\sigma^I - \sigma^m) \cdot n = S \cdot n.
\]
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Note that the stresses on the matrix are denoted by the sub-index $\Gamma$. By contrast, since the stresses on the inclusion are constant, they are no longer needed to be denoted by sub-index $\Gamma$. Re-expressing it in matrix notation, we obtain

$$
\begin{bmatrix}
\sigma_x^m & \sigma_{xy}^m \\
\sigma_{xy}^m & \sigma_y^m
\end{bmatrix}
\Gamma
\begin{bmatrix}
n_x \\
n_y
\end{bmatrix}
= 
\begin{bmatrix}
S_x - \sigma_x^I \\
S_{xy} - \sigma_{xy}^I \\
S_y - \sigma_y^I
\end{bmatrix}
\begin{bmatrix}
n_x \\
n_y
\end{bmatrix}.
$$

(B.15)

Defining the vector position $r_\Gamma$ in terms of a parametric coordinate $s$ in the inclusion as

$$
r_\Gamma(s) = \begin{bmatrix}
x_\Gamma(s) \\
y_\Gamma(s)
\end{bmatrix},
$$

the tangent $t_\Gamma$ and normal $n_\Gamma$ read as

$$
t_\Gamma = \frac{dr}{ds} = \begin{bmatrix}
dx \\
dy
\end{bmatrix}, \\ n_\Gamma = \frac{dr}{ds} = \begin{bmatrix}
dy \\
-dx
\end{bmatrix}.
$$

Now, owing to the above expression and equation (B.2), we proceed to express a general stresses tensor projected in the normal direction as

$$
\begin{bmatrix}
\sigma_x & \tau_{xy} \\
\tau_{xy} & \sigma_y
\end{bmatrix}
\Gamma
\begin{bmatrix}
n_x \\
n_y
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\partial^2 F}{\partial y^2} & \frac{\partial^2 F}{\partial y \partial x} \\
\frac{\partial^2 F}{\partial y \partial x} & \frac{\partial^2 F}{\partial x^2}
\end{bmatrix}
\begin{bmatrix}
dy \\
-dx
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\partial F}{\partial y} \\
\frac{\partial F}{\partial x}
\end{bmatrix}
\Gamma
$$

where we have used the property of exchanging the derivatives. Using this last expression in equation (B.15) for each stress tensor $\sigma^m$, $\sigma^I$, and $S$, we can re-write the transmission condition as

$$
\begin{bmatrix}
\frac{\partial F^m}{\partial y} \\
\frac{\partial F^m}{\partial x}
\end{bmatrix}
\Gamma
- 
\begin{bmatrix}
\frac{\partial F^I}{\partial y} \\
\frac{\partial F^I}{\partial x}
\end{bmatrix}
\Gamma
\forall s
$$

where $F^m$, $F^I$ and $F^S$ represents the matrix potential, the inclusion potential and the potential of the given stresses $S$. Integrating the above expression over all the inclusion, the following equality holds

$$
\begin{bmatrix}
\frac{\partial F^m}{\partial y} \\
\frac{\partial F^m}{\partial x}
\end{bmatrix}
\Gamma
= 
\begin{bmatrix}
\frac{\partial F^I}{\partial y} \\
\frac{\partial F^I}{\partial x}
\end{bmatrix}
\Gamma
\Rightarrow 
\begin{bmatrix}
\frac{\partial F^m}{\partial x} \\
\frac{\partial F^m}{\partial y}
\end{bmatrix}
\Gamma
= 
\begin{bmatrix}
\frac{\partial F^I}{\partial x} \\
\frac{\partial F^I}{\partial y}
\end{bmatrix}
\Gamma
$$

(B.16)

Note that in the last step we have rearranged the order of the equations. Since the given stresses $S$ and the stresses in the inclusion $\sigma^I$ are constant, integrating expression (B.2), the potentials $F^S$ and $F^I$ can be written as
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\[ F_S = \frac{1}{2}S_y x^2 - S_{xy} xy + \frac{1}{2} S_x y^2 = \frac{1}{2} \begin{bmatrix} x & y \end{bmatrix} \begin{bmatrix} S_y & -S_{xy} \\ -S_{xy} & S_x \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}, \]

\[ F_I = \frac{1}{2} \sigma_{xy}' x^2 - \sigma_{xy}' xy + \frac{1}{2} \sigma_x' y^2 = \frac{1}{2} \begin{bmatrix} x & y \end{bmatrix} \begin{bmatrix} \sigma_y' & -\sigma_{xy}' \\ -\sigma_{xy}' & \sigma_x' \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}. \]

Thus, the right hand side of equation (B.16) can be computed as

\[ \begin{bmatrix} \frac{\partial F_S}{\partial y} \\ \frac{\partial F_I}{\partial y} \end{bmatrix} - \begin{bmatrix} \frac{\partial F_S}{\partial y} \\ \frac{\partial F_I}{\partial y} \end{bmatrix} = 2 \Re \begin{bmatrix} \Phi_1(z_1) + \Phi_2(z_2) \\ \mu_1 \Phi_1(z_1) + \mu_2 \Phi_2(z_2) \end{bmatrix}. \]

(B.17)

Regarding the left hand side, expression (B.6) yields

\[ \begin{bmatrix} \frac{\partial F_S}{\partial y} \\ \frac{\partial F_I}{\partial y} \end{bmatrix} = 2 \Re \begin{bmatrix} \phi_1^r \\ \phi_2^r \end{bmatrix}. \]

(B.18)

Inserting these two last equation (B.17) and (B.18) in (B.16), we finally obtain the transmission condition in terms of the anisotropic potentials \( \Phi_1 \) and \( \Phi_2 \) as

\[ 2 \Re \begin{bmatrix} 1 & 1 \\ \mu_1 & \mu_2 \end{bmatrix} \begin{bmatrix} \phi_1^r \\ \phi_2^r \end{bmatrix} = 2 \Re \begin{bmatrix} \phi_1^r \\ \phi_2^r \end{bmatrix} \begin{bmatrix} x_\Gamma \\ y_\Gamma \end{bmatrix}. \]

(B.19)

Note that using the relation (B.14), the transmission condition can be computed also by the following equation

\[ 2 \Re \begin{bmatrix} 1 & 1 \\ \mu_1 & \mu_2 \end{bmatrix} \begin{bmatrix} \phi_1^r \\ \phi_2^r \end{bmatrix} = 2 \Re \begin{bmatrix} \phi_1^r \\ \phi_2^r \end{bmatrix} \begin{bmatrix} x_\Gamma \\ y_\Gamma \end{bmatrix} \Re \left( \frac{1}{\xi} \begin{bmatrix} a \\ ib \end{bmatrix} \right). \]

(B.20)

B.4.2 Transmission conditions in displacements

Similarly, we impose the transmission condition in displacements stated in equation (4.39). The displacement field must be continuous on the interface, i.e,

\[ u_m^r = u_l^r. \]

According to the expression obtained in equation (B.11) and (B.12) for the displacement in the inclusion and in the matrix, it is convenient to rewrite the transmission condition in displacements as
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\[
2\Re \left( \begin{bmatrix} p_1 & p_2 \\ q_1 & q_2 \end{bmatrix} \begin{bmatrix} \Phi_1^f \\ \Phi_2^f \end{bmatrix} \right) - \begin{bmatrix} 0 & \omega^m \\ -\omega^m & 0 \end{bmatrix} \begin{bmatrix} x_T \\ y_T \end{bmatrix} =
\begin{bmatrix} \varepsilon_x^f & 0 \\ \gamma_{xy}^f & \varepsilon_y^f \end{bmatrix} + \begin{bmatrix} 0 & \omega^f \\ -\omega^f & 0 \end{bmatrix} \begin{bmatrix} x_T \\ y_T \end{bmatrix}.
\]

Defining a global rotation as \( \tilde{\omega} = \omega^f - \omega^m \), we end up with the following expression of the transmission condition in displacements

\[
2\Re \left( \begin{bmatrix} p_1 & p_2 \\ q_1 & q_2 \end{bmatrix} \begin{bmatrix} \Phi_1^f \\ \Phi_2^f \end{bmatrix} \right) = \begin{bmatrix} \varepsilon_x^f & 0 \\ \gamma_{xy}^f & \varepsilon_y^f \end{bmatrix} + \begin{bmatrix} 0 & \tilde{\omega} \\ -\tilde{\omega} & 0 \end{bmatrix} \begin{bmatrix} x_T \\ y_T \end{bmatrix}.
\]

Note that if we consider the relation (B.14), the above equation reads as

\[
2\Re \left( \begin{bmatrix} p_1 & p_2 \\ q_1 & q_2 \end{bmatrix} \begin{bmatrix} \Phi_1^f \\ \Phi_2^f \end{bmatrix} \right) = \Re \left( \begin{bmatrix} 1 \xi_T \\ 0 \end{bmatrix} \begin{bmatrix} a \\ ib \end{bmatrix} \right) \tag{B.22}
\]

B.5 Proposing the ansatz

According to the reference book [79] (Page 193), the ansatz for the anisotropic potentials \( \Phi_1 \) and \( \Phi_2 \) for an infinite plate with an elliptic inclusion an constant stresses at infinity (zero in our case) is of the form

\[
\Phi_1(z_1) = A_0 + A_{ln} \ln \xi_1 + \frac{A_1}{\xi_1} + \frac{A_2}{\xi_1^2} + \ldots
\]

\[
\Phi_2(z_2) = B_0 + B_{ln} \ln \xi_2 + \frac{B_1}{\xi_2} + \frac{B_2}{\xi_2^2} + \ldots
\]

where \( A_0, A_{ln}, A_1, \ldots \) and \( B_0, B_{ln}, B_1, \ldots \) are a priori complex constants to be determined. However, taking into account the expression obtained in the transmission conditions (B.20) and (B.22), they must take the following values

\[
A_0 = A_{ln} = A_2 = \ldots = 0 \quad A_1 \neq R_1
\]

\[
B_0 = B_{ln} = B_2 = \ldots = 0 \quad B_1 \neq R_2
\]

where \( A_1 \) and \( B_1 \) are rewritten as \( R_1 \) and \( R_2 \). Thus, the anisotropic potentials read as

\[
\Phi_1(z_1) = \frac{R_1}{\xi_1} \quad \Phi_2(z_2) = \frac{R_2}{\xi_2}.
\]

In order to apply the transmission conditions, the anisotropic potentials in the inclusion are obtained as
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\[
\begin{bmatrix}
\Phi_1^1 \\
\Phi_2^1 \\
\end{bmatrix} = \begin{bmatrix}
R_1 \\
R_2 \\
\end{bmatrix} \frac{1}{\xi v} = \begin{bmatrix}
R_1 \\
R_2 \\
\end{bmatrix} \cos v - i \sin v = \begin{bmatrix}
1 \\
1 \\
\end{bmatrix} \frac{1}{\xi v} \begin{bmatrix}
1 & -i \\
1 & -i \\
\end{bmatrix} \begin{bmatrix}
\cos v \\
\sin v \\
\end{bmatrix}
\]

and splitting the complex numbers \( R_1 \) and \( R_2 \) in its real \((R_1^R, R_1^I)\) and imaginary part \((R_2^R, R_2^I)\), we obtain

\[
\begin{bmatrix}
\Phi_1^2 \\
\Phi_2^2 \\
\end{bmatrix} = \begin{bmatrix}
R_1^R + i R_1^I & -i R_1^R + R_1^I \\
R_2^R + i R_2^I & -i R_2^R + R_2^I \\
\end{bmatrix} \begin{bmatrix}
\cos v \\
\sin v \\
\end{bmatrix} = \begin{bmatrix}
R_1^R & R_1^I \\
R_2^R & R_2^I \\
\end{bmatrix} \begin{bmatrix}
1 & -i \\
i & 1 \\
\end{bmatrix} \begin{bmatrix}
\cos v \\
\sin v \\
\end{bmatrix}
\]

(B.23)

B.6 Compact form for the transmission conditions

We proceed now to rewrite the transmission condition in compact form for both the stresses and displacements.

B.6.1 Compact form for the transmission conditions in stresses

According to the matrix expression (B.23) of the anisotropic potentials and the relation (B.13), the transmission condition in stresses (B.19) becomes

\[
2\Re \begin{bmatrix}
1 & 1 \\
\mu_1 & \mu_2 \\
\end{bmatrix} \begin{bmatrix}
R_1^R & R_1^I \\
R_2^R & R_2^I \\
\end{bmatrix} \begin{bmatrix}
1 & -i \\
i & 1 \\
\end{bmatrix} \begin{bmatrix}
\cos v \\
\sin v \\
\end{bmatrix} =
\]

\[
\begin{bmatrix}
\sigma_y^I - S_y & -(\sigma_{xy}^I - S_{xy}) \\
-(\sigma_{xy}^I - S_{xy}) & \sigma_x^I - S_x \\
\end{bmatrix} \begin{bmatrix}
a & 0 \\
0 & b \\
\end{bmatrix} \begin{bmatrix}
\cos v \\
\sin v \\
\end{bmatrix}
\]

Since it must be satisfied for all \( \nu \), we shall rewrite the above expression as
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\[
\begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
\mu_1 & 0 & \mu_2 & 0 \\
0 & \mu_1 & 0 & \mu_2
\end{bmatrix}
\begin{bmatrix}
1 & i & 0 & 0 \\
-\imath & 1 & 0 & 0 \\
0 & 0 & 1 & \imath \\
0 & 0 & -\imath & 1
\end{bmatrix}
\begin{bmatrix}
R_1^R \\
R_1^I \\
R_2^R \\
R_2^I
\end{bmatrix} =
\begin{bmatrix}
0 & a & 0 & 0 \\
0 & 0 & -b & 0 \\
0 & 0 & -a & 0 \\
b & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\sigma_{xx}^I \\
\sigma_{yy}^I \\
\sigma_{xy}^I \\
\tilde{\omega}
\end{bmatrix} -
\begin{bmatrix}
S_x \\
S_y \\
S_{xy} \\
0
\end{bmatrix}
\begin{bmatrix}
X_I \\
X_m
\end{bmatrix}
\]

where we have organized the unknowns \( R_1^R, R_1^I, R_2^R \) and \( R_2^I \) in the vector \( Y \). Note that it helps us to define the matrices \( K_{\sigma}, I_\imath, M_\sigma \) and the vectors \( X_I \) and \( X_m \). Thus, defining the matrix \( K_\sigma \) as

\[
K_\sigma = \Re(K_{\sigma} I_\imath)
\]

the left and right hand side of the transmission conditions for the stresses are reduced to

\[
LHS_{\sigma} = 2K_\sigma Y \\
RHS_{\sigma} = M_\sigma (X_I - X_m)
\]

(B.24)

B.6.2 Compact form for the transmission conditions in displacements

Similarly, according to the matrix expression (B.23) of the anisotropic potentials and the relation (B.13), the transmission condition in displacements (B.21) becomes

\[
2\Re\left(
p_1 & p_2 \\
q_1 & q_2
\begin{bmatrix}
R_1^R & R_1^I \\
R_2^R & R_2^I
\end{bmatrix}
\begin{bmatrix}
1 & -\imath \\
\imath & 1
\end{bmatrix}
\begin{bmatrix}
\cos \nu \\
\sin \nu
\end{bmatrix}
\right) =
\begin{bmatrix}
\tilde{\epsilon}_x & 0 & 0 & \tilde{\omega} \\
\gamma_{xy} & \tilde{\epsilon}_y & -\tilde{\omega} & 0
\end{bmatrix}
\begin{bmatrix}
a & 0 & \cos \nu \\
b & 0 & \sin \nu
\end{bmatrix}
\]

Since it must be satisfied for all \( \nu \), the terms of \( \cos \nu \) and \( \sin \nu \) disappear. We shall write the left hand side of the above expression as
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\[ 2 \mathcal{R} \left( \begin{array}{ccc} p_1 & 0 & p_2 \\ 0 & p_1 & 0 \\ q_1 & 0 & q_2 \\ 0 & q_1 & 0 \\ & & \end{array} \right) \left( \begin{array}{ccc} 1 & i & 0 \\ -i & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & -i \\ & & \end{array} \right) \left( \begin{array}{c} R^R_1 \\ R^I_1 \\ R^R_2 \\ R^I_2 \\ \end{array} \right) \]

where again we have organized the unknowns \( R^R_1, R^I_1, R^R_2 \) and \( R^I_2 \) in the vector \( Y \) and we have defined the matrix \( K_{u0} \). Regarding the right hand side, we rearrange it as follows

\[ \left( \begin{array}{c} a \\ 0 \\ b \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ b \\ \end{array} \right) \left( \begin{array}{c} \varepsilon^I_x \\ \varepsilon^I_y \\ \gamma_{xy}^I \\ \gamma_{xy}^I \\ \varepsilon^m_x \\ \varepsilon^m_y \\ \alpha_{11} \\ \alpha_{12} \\ \alpha_{13} \\ \alpha_{21} \\ \alpha_{22} \\ \alpha_{23} \\ \alpha_{31} \end{array} \right) + \left( \begin{array}{c} 0 \\ \tilde{\omega} \\ -\tilde{\omega} \\ 0 \end{array} \right) \]

where the matrix \( M_u \) has been defined. Taking into account the constitutive law (B.4), we can express the vector of the strains in the inclusion as

\[ \left( \begin{array}{c} \varepsilon^I_x \\ \varepsilon^I_y \\ \gamma_{xy}^I \\ \varepsilon^I_y \\ \gamma_{xy}^I \end{array} \right) = \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{c} \alpha_{11} \\ \alpha_{12} \\ \alpha_{13} \\ \alpha_{21} \\ \alpha_{22} \\ \alpha_{23} \\ \alpha_{31} \end{array} \right) \left( \begin{array}{c} \sigma^I_x \\ \sigma^I_y \\ \sigma^I_{xy} \\ \sigma^I_{xy} \end{array} \right) \]

where we have introduced the definitions of the matrices \( I_1 \) and \( I_2 \). Thus, in compact form we can write

\[ \varepsilon^I = I_1 \alpha I_2 X_I \quad (B.25) \]

Similarly, the rotation term is expressed as
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\[
\begin{bmatrix}
0 \\
\tilde{\omega} \\
-\tilde{\omega} \\
0 \\
\end{bmatrix}
= 
\begin{bmatrix}
I_3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\sigma_x^I \\
\sigma_y^I \\
\sigma_{xy}^I \\
\tilde{\omega} \\
\end{bmatrix}
\Rightarrow \omega_v = I_3X_I \tag{B.26}
\]

where the matrix \( I_3 \) has also been defined. Thus, defining the matrix \( K_u \) as

\[K_u = \Re(K_{u_0}I_3)\]

the left and right hand side of the displacements transmission conditions become

\[
\begin{align*}
LHS_u &= 2K_uY, \\
RHS_u &= M_u(\varepsilon_I + \omega_v). \tag{B.27}
\end{align*}
\]

Note that the right hand side, according to \( B.25 \) and \( B.26 \), can be also expressed as

\[
RHS_u = M_u(I_1\alpha I_3X_I + I_3X_I) = M_u(\tilde{\alpha} I_3 + I_3)X_I. \tag{B.28}
\]

**B.7 System of equations for solving the exterior problem**

At this point, we proceed to write the full system of equations. By definition, the left and right hand side must be equivalent, i.e.,

\[
\begin{align*}
LHS_\sigma &= RHS_\sigma, \\
LHS_u &= RHS_u.
\end{align*}
\]

Considering expressions \( B.27 \), \( B.28 \) and \( B.24 \), the necessary system of equations are written as

\[
\begin{align*}
2K_uY &= M_\sigma(X_I - X_m), \\
2K_uY &= M_u(\tilde{\alpha} I_3 + I_3)X_I.
\end{align*}
\]

Note that although \( Y \) and \( X_I \) are the unknowns of the system of equation, we are only interested in the relation between \( X_I \) with \( X_m \). To this end, we isolate variable \( Y \) from the first equation and we inserted in the second one, thus, we obtain

\[
K_uK_{\sigma}^{-1}M_\sigma(X_I - X_m) = M_u(\tilde{\alpha} I_3 + I_3)X_I.
\]

Grouping \( X_I \) and \( X_m \) terms, the above expression reads as
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\[
\left( K_u K_{\sigma}^{-1} M_{\sigma} - M_u (\tilde{\alpha} + I_3) \right) X_I = \left( K_u K_{\sigma}^{-1} M_{\sigma} \right) X_m \quad (B.29)
\]

where \( K_G^I \) and \( K_G^m \) have been defined. Thus, the unknowns \( X_I \) can be found in terms of \( X_m \) by solving the following equation

\[
\begin{bmatrix}
\sigma_{ix}^I \\
\sigma_{iy}^I \\
\sigma_{ixy}^I \\
\tilde{\omega}
\end{bmatrix}
= \left( K_G^I \right)^{-1} K_G^m \begin{bmatrix}
S_x \\
S_y \\
S_{xy} \\
0
\end{bmatrix}
\]

Since we are only interested in the stresses in the inclusion in terms of the given stresses \( S \), we pre and post multiply by the \( I_2 \) matrix as follows

\[
\begin{bmatrix}
\sigma_{ix}^I \\
\sigma_{iy}^I \\
\sigma_{ixy}^I \\
\tilde{\omega}
\end{bmatrix}
= I_2 \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \left( K_G^I \right)^{-1} K_G^m I_2 \begin{bmatrix}
S_x \\
S_y \\
S_{xy} \\
0
\end{bmatrix}
\]

Finally, we can identify the matrix \( A \) as the matrix that pre multiply the given stresses \( S \), i.e.,

\[
\begin{bmatrix}
\sigma_{ix}^I \\
\sigma_{iy}^I \\
\sigma_{ixy}^I \\
\tilde{\omega}
\end{bmatrix}
= I_2 \left( K_G^I \right)^{-1} K_G^m I_2 \begin{bmatrix}
S_x \\
S_y \\
S_{xy} \\
S
\end{bmatrix}
\]

Thus, the obtained linear relation

\[
\sigma^I = A_i S
\]

provide us the necessary result to compute the topological derivative.

B.8 Practical implementation for computing the \( A \) matrix

Although the matrix \( A \) is well defined and might be obtained only by using the corresponding definitions, our experience shows us that, in practice, it is computational unaffordable when using symbolic softwares to compute its explicit expression. We have to make use of some algebraic properties of the complex numbers.
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Basically, the critical operation lies on the \( K_u K_\sigma^{-1} \) term which appears in \( K_G^L \) and \( K_G^m \). By definition it is written as

\[
K_u K_\sigma^{-1} = \Re(K_{u0} I_1) \Re(K_{\sigma0} I_1)^{-1}.
\]

On the one hand, we will prove that the term \( K_\sigma^{-1} \) satisfies

\[
K_\sigma^{-1} = \Re(K_{\sigma0} I_1)^{-1} = \Re(K_{\sigma0}^{-1} I_1)
\]

and, on the other hand, we will prove that the following relation holds

\[
K_u K_\sigma^{-1} = \Re(K_{u0} I_1) \Re(K_{\sigma0}^{-1} I_1) = \Re(K_{u0} K_{\sigma0}^{-1} I_1)
\]

where \( \Im \) operator takes the imaginary part and \( I_S \) is further defined. With these properties at hand, the term \( K_u K_\sigma^{-1} \) can be written as

\[
K_u K_{\sigma0}^{-1} = \begin{bmatrix}
    p_1 & 0 & p_2 & 0 \\
    0 & p_1 & 0 & p_2 \\
    q_1 & 0 & q_2 & 0 \\
    0 & q_1 & 0 & q_2 \\
\end{bmatrix} \begin{bmatrix}
    1 & 0 & 1 & 0 \\
    0 & 1 & 0 & 1 \\
    \mu_1 & 0 & \mu_2 & 0 \\
    0 & \mu_1 & 0 & \mu_2 \\
\end{bmatrix}^{-1} = \begin{bmatrix}
    \lambda & 0 & -\kappa & 0 \\
    0 & \lambda & 0 & -\kappa \\
    \rho & 0 & -\gamma & 0 \\
    0 & \rho & 0 & -\gamma \\
\end{bmatrix}
\]

where the complex variables \( \lambda, \kappa, \rho \) and \( \gamma \) have been defined as

\[
\lambda = \frac{p_1 \mu_2 - p_2 \mu_1}{\mu_1 - \mu_2}, \quad \kappa = \frac{p_1 - p_2}{\mu_1 - \mu_2}, \quad \rho = \frac{q_1 \mu_2 - q_2 \mu_1}{\mu_1 - \mu_2}, \quad \gamma = \frac{q_1 - q_2}{\mu_1 - \mu_2}.
\]

Finally, we provide the procedure to the get the expression of the matrix \( A_i \) in a way that is solvable computationally by a symbolic software.

1. Define symbolically variables \( \mu_1, \mu_2, p_1, p_2, q_1 \) and \( q_2 \).
2. Compute the complex variables \( \lambda, \kappa, \rho \) and \( \gamma \) from equation (B.34).
3. Obtain \( K_u K_{\sigma0}^{-1} \) from expression (B.33).
4. Obtain \( K_u K_\sigma^{-1} \) from expression (B.32).
5. Compute \( K_G^L \) and \( K_G^m \) from its definition described in equation (B.29).
6. Find matrix \( A_i \) from its definition in equation (B.30) by solving a symbolic system of equations.

Thus, the matrix \( A_i \) will be found in terms of \( \mu_1, \mu_2, p_1, p_2, q_1 \) and \( q_2 \), i.e.,

\[
A_i = A_i(\mu_1, \mu_2, p_1, p_2, q_1, q_2).
\]

Consequently, when we want to compute the topological derivative in a topology optimization problem, we first have to solve the characteristic equation (B.5) for finding \( \mu_1 \) and \( \mu_2 \), then the relation (B.10) to obtain \( p_1, p_2, q_1 \) and \( q_2 \) and finally substitute all these values in the explicit expression (B.35). Our experience
show us that, computationally speaking, obtaining matrix $A_i$ for anisotropic materials is almost as cheap as obtaining matrix $A_i$ for isotropic material. In addition, it is worth mentioning that its computation must be done once before running a standard topological optimization code.

B.9 Proof of the complex number properties used for computing matrix $A$

To obtain matrix $A_i$, we have assumed two complex numbers properties. We first recall the definition of the matrix $I_i$

$$I_i = \begin{bmatrix} 1 & i & 0 & 0 \\ -i & 1 & 0 & 0 \\ 0 & 0 & 1 & i \\ 0 & 0 & -i & 1 \end{bmatrix}$$

and then we take its real and imaginary part

$$\Re(I_i) = I_D = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \Im(I_i) = I_S = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{bmatrix}$$

which helps us on defining $I_D$ and $I_S$. Clearly, the following relations hold

$$I_i I_i = 2I_i \quad I_S I_S = -I_D.$$

In addition, pre and post-multiplying $I_i$ by a general matrix $C$, we get the same matrix, i.e.,

$$CI_i = I_i C.$$

Considering $C$ and $B$ as a two general complex matrices, the product $\Re(CI_i)\Re(BI_i)$ becomes

$$\Re(CI_i)\Re(BI_i) = \begin{bmatrix} \Re(C)\Re(B) - \Im(C)\Im(B) \\ -[\Im(C)I_S\Re(B) + \Re(C)I_S\Im(B)] \end{bmatrix}$$

Similarly, the product $\Im(CI_i)\Im(BI_i)$ can be expressed as

$$\Im(CI_i)\Im(BI_i) = \begin{bmatrix} [\Re(C)I_S + \Im(C)] [\Re(B)I_S + \Im(B)] \\ -[\Re(C)I_S\Re(B) + \Im(C)\Im(B)] + \Im(C)I_S\Im(B) + [\Re(C)I_S\Re(B) + \Im(C)I_S\Im(B)] \end{bmatrix}$$

$$= -\Re(CI_i)\Re(BI_i).$$
In addition, the real part of the product $CBI_i$ fulfills the following relation

$$
2\Re(CBI_i) = 2\Re(CI_iB) = \Re(CI_iI_iB) = \Re(CI_i)\Re(I_iB) - \Im(CI_i)\Im(BI_i) = 2\Re(CI_i)\Re(I_iB).
$$

Thus, dividing by two the above expression, we obtain

$$
\Re(CBI_i) = \Re(CI_i)\Re(I_iB)
$$

which is the complex property that we have used in equation (B.32). The complex property used in equation (B.31) is obtained by defining $B = C$ in the above expression, that is

$$
\Re(CI_i)\Re(I_iC^{-1}) = \Re(CC^{-1}I_i) = ID
$$

and consequently

$$
\Re(I_iC^{-1}) = (\Re(CI_i))^{-1}.
$$
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